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Simulating our ability to accurately detect abrupt changes 
in assemblage-based paleoenvironmental proxies

Christina L. Belanger and David W. Bapst

ABSTRACT

Resolving abrupt environmental changes in sedimentary records is critical to
understanding environmental perturbations relevant on human timescales. The pale-
ontological assemblage mixer (paleoAM) framework developed here simulates sedi-
mentary records to measure the preservation potential of abrupt changes in
assemblage-based faunal proxies while varying environmental background conditions,
excursion magnitudes and durations, bioturbation, sedimentation rates, and sampling
completeness. Using a record of fossil benthic foraminifera, we apply paleoAM to
quantitatively determine how distinct from background conditions and how enduring an
assemblage change must be to be accurately detected. At the high sedimentation
rates of the case study, century-long low-oxygen events frequently have a high proba-
bility of being sampled and accurately detected, quantitatively estimated with simula-
tions across varying sedimentation rates, and the assemblage-based proxy is robust to
bioturbation. Even brief events are frequently distinguishable from background condi-
tions, particularly for extreme events, although event magnitudes are underestimated,
consistent with the proportional mixing of background and event assemblages. Event
magnitudes are never overestimated, indicating that single-sample assemblage excur-
sions observed in empirical records are true shifts. Accurate detection predictably
declines when bioturbation is permitted, sedimentation rates are lower, samples are
stratigraphically thicker, or sample spacing is greater. Further, paleoAM can estimate
the sampling strategy needed to detect abrupt events given a small set of representa-
tive “pilot” samples. The paleoAM framework is adaptable to any abundance distribu-
tion and event scale to create informed sampling plans and to assess the ability of
sedimentary records to resolve target events given robust estimates of sedimentation
and potential mixing rates.
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INTRODUCTION

Sedimentary records capture the history of
past environmental changes, which provide crucial
data for forecasting environmental and ecological
responses to ongoing climate change. Recon-
structing abrupt events of short duration are partic-
ularly important as they provide context for modern
environmental changes on temporal scales rele-
vant to human society (Cronin, 2009; Thurow et al.,
2009; Yashaura et al., 2022). However, sedimen-
tary records have a fundamental limit on their abil-
ity to resolve discrete environmental events, which
is determined by the duration of the event, the
stratigraphic thickness of sediment deposited over
a given period and the thickness of the sedimen-
tary samples obtained from the stratigraphic
record. We term this property of sedimentary
records “resolution potential” herein and quantify it
as the dimensionless product of the duration of the
event (in units of time) and the sedimentation rate
(stratigraphic thickness over units of time) divided
by the stratigraphic thickness of a sample. By
including the stratigraphic thickness of a sample,
resolution potential accounts for the fact that envi-
ronmental proxy measurements derived from sedi-
mentary samples, and the microfossils they
contain, do not represent an instantaneous
moment in time but rather an average across the
environmental conditions that occurred during the
deposition of that sedimentary sample (Anderson,
2001; Dolman and Laepple, 2018). Further, natural
time-averaging due to sedimentary mixing by pro-
cesses like bioturbation can obscure the preserva-
tion of abrupt changes in environmental conditions
that are most relevant to understanding high-fre-
quency climate events and ecosystem changes on
human timescales (Roy et al., 1996; Olszewski,
1999; Anderson, 2001). 

Given these issues of time averaging within a
sedimentary sample, detection of millennial scale
and shorter events typically require high sedimen-
tation rates and low-oxygen conditions (Anderson
2001; Liu et al., 2021), which limit the physical mix-
ing (bioturbation) of sediments by metazoans, such
as those records from the Santa Barbara Basin,
equatorial Pacific, Cariaco Basin, and Gulf of
Alaska (Cannariato and Kennett, 1999; Cannariato
et al., 1999; Black et al., 2007; Ohkushi et al. 2013;

Tetard et al., 2017; Sharon et al., 2021). Differ-
ences in sedimentation rates and bioturbation
intensities among sedimentary records can cause
observed signals to differ among sites even if there
is no spatial variation in the environmental shift
itself. This issue limits our ability to consider less
well-resolved records that may contain important
information about oceanographic and ecosystem
responses to climate perturbations in different envi-
ronmental settings. Further, differences in sampling
resolution can affect the apparent amplitude of
paleoenvironmental changes (Anderson 2001; Liu
et al., 2021), limiting our ability to integrate across
existing paleoenvironmental records and accu-
rately recognize spatial variability. Quantifying the
impact of differing sedimentation rates, bioturbation
intensities, and sampling protocols is, thus, crucial
to understanding the spatial variability in climate
signals. 

Time-averaged sedimentary samples that rep-
resent mixtures of non-contemporaneous environ-
mental conditions are often difficult to differentiate
from true intermediate environmental conditions.
Previous studies have recognized this temporal
averaging and have attempted to “unmix” fossil
assemblages or geochemical records to decon-
volve the paleoenvironmental signal, however
these methods require knowledge of the end mem-
ber assemblage compositions, underlying linear
relationships among the variables (Schiffelbein,
1985; Zellers and Gary, 2007; Full, 2018; Liu et al.,
2021), or information that assigns constituent spec-
imens to different ages (Wit et al., 2013;
Tomašových et al., 2017). Instead of this inverse
approach where an observed assemblage is
“unmixed,” others have designed forward models
in which they impose simulated sedimentary pro-
cesses on a simplified, modeled, time-series of
chemical or faunal variables and measure the
resulting impact on the proxy record (Hutson, 1980;
Trauth, 1998; Lowermark et al., 2008; Evans et al.,
2013; Trauth, 2013; Dolman and Laepple, 2018;
Hülse et al., 2022). These previous forward models
were applied to geochemical signals or simple two-
species assemblages, limiting their ability to
address proxies in which the ecological composi-
tion of fossil assemblages is used to reconstruct
environmental changes. 
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Faunal approaches to environmental recon-
struction often rely on multivariate ordination meth-
ods (such as detrended correspondence analysis,
or DCA) to summarize the primary aspects of fau-
nal variation along environmental gradients from
census data (Imbie and Webb, 1981; Guiot and de
Vernal, 2017; Sejrup et al., 2004; Sharon et al.
2021; Tetard et al., 2021; Sharon and Belanger,
2022). DCA measures the similarity among ecolog-
ical assemblages by rotating the data set relative to
variance in the proportional abundance of species
and is particularly useful because DCA scales the
resulting ordination in units of standard deviation
making the distance between values meaningful. In
these studies, the first axis (DCA 1) summarizes
the most faunal variation and suffers least from
artifacts of the method; subsequent DCA axes rep-
resent fewer dominant patterns in faunal composi-
tion and may be affected by the detrending
procedure. Thus, the first DCA axis from a faunal
analysis is often appropriate for reconstructing
environmental gradients (Scarponi and Kow-
alewski, 2004; Patzkowsky and Holland, 2012).
Given the abundances of species along an envi-
ronmental gradient may vary independently of
each other, complex patterns of species associa-
tions may occur as environmental conditions
change over space or time (Gleason 1926; Whit-
taker 1967; Liautaud et. 2019), making realistic
assemblages more difficult to model than the geo-
chemical or two-species systems. Here, we design
the paleontological assemblage mixer (hereafter
paleoAM) framework of forward models to simulate
ecological community change along an environ-
mental gradient, sample individuals at finely scaled
intervals to simulate micropaleontological records
created under different sedimentary and sampling
processes and test how these processes affect the
recovery of multispecies assemblages from the
sedimentary record. To ground our model of envi-
ronmental and ecological change within the realm
of empirical systems, we specifically model benthic
foraminiferal abundances along a gradient of
paleo-oxygenation from the Gulf of Alaska (GoA).
The paleoAM framework allows us to constrain the
interpretation of the paleo-oxygenation gradient
from faunal proxies, given the uncertainties due to
time-averaging, and explore the limitations of
assemblage-based faunal proxies given the reali-
ties of the sedimentary record.

MATERIALS AND METHODS

Empirical Case Study: Gulf of Alaska

To demonstrate the simulation framework and
test the effect of different sampling protocols and
environmental conditions on the recovery of pale-
oceanographic events, we use benthic foramin-
iferal assemblages that were previously analyzed
to detect abrupt low-oxygen events in the Gulf of
Alaska (GoA) over the last 54 ka as a case study
(Figure 1; Sharon et al., 2021; Belanger et al.,
2016). Integrated Ocean Drilling Program Site
U1419 and the co-located jumbo piston core
EW0840-85JC were cored on the continental slope
at Khitrov Bank in the Gulf of Alaska at water
depths of 697 m and 682 m, respectively (Jaeger
et al., 2014). This places the site in the upper oxy-
gen minimum zone where the modern oxygen con-
centration is ~0.59 ml/L (Paulmier and Ruiz-Pino,
2009; Garcia et al., 2013). Previous studies found
that the first axis from a DCA analysis of these
assemblages summarized variation in the relative
abundance of species known to be dominant in
low-oxygen settings. For example, Buliminella ten-
uata, Bolivina seminuda and Takayanagia delicata
are all associated with dysoxic settings and have
high positive DCA-1 scores whereas species asso-
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FIGURE 1. Sample scores from detrended correspon-
dence analysis (DCA) performed on benthic foramin-
iferal assemblages in the >63 µm size fraction from
Integrated Ocean Drilling Program Expedition 341 Site
U1419 in the Gulf of Alaska used in the simulation case
study. A. DCA Axis 1 values for 355 assemblages from
Sharon et al. (2021); B. DCA Axis 1 values for 47
assemblages representing a “pilot” data set of samples
available and processed in 2016.
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ciated with oxic settings, such as Pyrgo spp. and
Quinqueloculina spp. had negative DCA-1 scores
(Sharon et al., 2021). Geochemical proxies for oxy-
genation corroborated the oxygenation gradient
along DCA-1 and samples with high DCA-1 scores
also had high concentrations of redox sensitive
metals such as Mo and U (Sharon et al., 2021).
Thus, DCA-1 could be used to quantify the magni-
tude of changes in oxygenation and recovered dys-
oxic events (oxygenation < 0.5 ml/L O2) during the
early Holocene, Bølling-Allerød, and MIS 3 (Sha-
ron et al., 2021). These events ranged from ~4,000
years to <300 years in duration and changes in
oxygenation frequently exceeded 1 ml/L O2 per
100 years, as evinced by rapid increases in the rel-
ative abundance of B. tenuata, B. seminuda and T.
delicata from <10% of the assemblages during
background conditions to as much as 80% of the
assemblages during these events. The presence of
laminations indicates that bioturbation by metazo-
ans was limited during the low-oxygen portions of
the record (Jaeger et al., 2014; Penkrot et al.,
2018). 

Simulating Fossil Assemblages along 
Environmental Gradients

In order to create a gradient of faunal assem-
blages from which to draw simulated assemblages,
we modeled the original faunal counts along an
ordination axis as smoothed distributions using
kernel density estimates (KDEs) for each species.
The original counts had a median of 268 individu-
als per sample (interquartile range = 159–404) and
analyses relied on 48 taxa, which excluded 26 taxa
that either occurred in only one sample or com-
prised fewer than 2% of individuals in all samples
where it occurred (Sharon et al., 2021).

In fitting kernel densities to our data, we
assume that species abundances have a non-
monotonic, asymmetrical distribution with respect
to the primary environmental gradient, defined here
as the first score of a detrended correspondence
analysis (henceforth, “DCA-1 value”), consistent
with previous modeling of ecological gradients
(Holland, 1995; Holland and Patzkowsky, 1999;
Patzkowsky and Holland, 2012). To estimate spe-
cies abundance along DCA-1 independent of the
number of specimens, we calculate the propor-
tional abundance of each species in each sample
(shown in Figure 2A) and multiply that value by
10000. By multiplying the proportional abundance
by 10000, we obtain the expected abundances of
each species assuming a sample size of 10000
specimens; this is an order of magnitude larger

than the sample size of any given sample in our
case study data set and thus permits smoothing of
the data before fitting the kernel density estimate.
To ensure the model is not affected by the number
of samples that were collected at a particular DCA-
1 value in the original data set, we then average
these abundances across those samples which
each species was sampled from, within 20 equal
sized ranges of DCA-1 values (Figure 2B). This
provides the expected abundance of each species
along DCA-1 as if a sample of 10000 individuals
were obtained from each of the 20 segments (Fig-
ure 2C), conditioned on actually sampling the spe-
cies at all. DCA is performed using the decorana
function in the R package vegan (Oksanen, et al.,
2022). Separate kernel density estimators are fit to
each of these expected abundance distributions
using the function density in the R package stats (R
Core Team, 2022). This provides a kernel function
describing the rise and fall of each species along
DCA-1 with an arbitrary absolute height derived
from the kernel density estimate (Figure 2D). We
convert the KDE back to abundance estimates by
scaling each species distribution such that the min-
imum and maximum heights of the KDE function
match the minimum and maximum mean propor-
tional abundance, as measured for each of the 20
bins. 

The kernel density estimates for each species
abundance is conditioned on the species being
sampled at all, which necessitates that we first
account for the probability that each species will
occur in a sample. If a given species is present in
all samples within a DCA-1 range previously used
to derive the KDE, then the species has an occur-
rence probability of 100% within that range of DCA-
1 values. However, if the species only occurs in
one of 10 samples in a given DCA-1 range the spe-
cies has an occurrence probability of 10%. To sto-
chastically test whether a species indeed occurred
in an assemblage being simulated at a given DCA-
1 value, the algorithm randomly draws a number
between zero and one for every species in the
empirical data set and compares that number to
the probability of occurrence for each species at
that specific DCA-1 value. If the value drawn by the
algorithm is greater than the probability, we calcu-
lated from the DCA range inclusive of the focal
DCA-1 value, that species will have a non-zero
probability of occurring in the assemblage.

Now that the algorithm has determined which
species could occur within a simulated assem-
blage, we can calculate the expected relative
abundance of each species by obtaining the value
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FIGURE 2. Simulation workflow in the paleontological assemblage mixer (paleoAM). A. Relative abundances of a
given species (Epistominella pacifica) from the 355 samples of the 2021 data set, along the empirically derived DCA
Axis 1 gradient. B. The per-bin mean of absolute abundance of E. pacifica across all samples within each bin. Abso-
lute abundances are calculated from the relative abundances in A by rescaling the relative abundances to 10000 total
specimens. C. Scaled kernel density estimates for E. pacifica, which depict the predicted abundance distribution of E.
pacifica along DCA Axis 1 after fitting a kernel density estimate to the absolute abundances in B. D. Scaled kernel
density estimates, like in C, for all taxa in the dataset showing their differing predicted abundance distributions along
DCA Axis 1 with the kernel density of E. pacifica shown in C marked with an asterisk. E. Visual representation of
parameters varied within the simulation along a vertical sediment core. From left to right: standard scenario, increased
excursion magnitude, increased background value, increased resolution potential, sampling completeness, bioturba-
tion and increased transition duration. Stacked rectangles represent potential sample intervals. In the first and last col-
umn, black dots indicate which intervals are sampled, gray dots indicate unsampled intervals. In the standard
scenario, all potential sample intervals are sampled. Curved arrows denote sediment mixing among potential sample
intervals.
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of the rescaled kernel density function of each spe-
cies at that specific DCA1 value (i.e., a point some-
where on the horizontal axis of Figure 2D). Species
that were not sampled by comparing the randomly
drawn values to the probabilities of occurrence
have these kernel density values set to zero. We
treat the resulting values as weights which are rela-
tive to the expected proportional abundance of
each species. We divide these kernel-derived
weights by their sum, added up across all species,
such that values for all species add to one. We
treat these final values as the expected propor-
tional abundance of each species in our simulated
assemblage. To randomly draw specimen counts
to generate an assemblage with a finite number of
specimens in the model, we randomly sample a
number of times (i.e., a number of individuals) with
replacement, where the proportional probability of
drawing each species is the expected proportional
abundance.

To determine if paleoAM generates assem-
blages that are similar to the original fossil assem-
blages, we performed a series of simulations at the
empirical DCA-1 values from the original GoA
study. We simulated sets of 300 assemblages gen-
erated at the same DCA-1 value and number of
individuals as each original fossil assemblage (see
Appendix 1 for simulated abundance distributions).
If our simulations produce assemblages similar to
the fossil data set, there should be high fidelity
between the simulated assemblages and the fossil
assemblages in terms of species richness, even-
ness, pairwise dissimilarities, and recovered DCA-
1 values. We measure evenness as Hurlbert’s
probability of interspecific encounter (PIE), which is
a commonly used metric of evenness of biodiver-
sity (Hurlburt, 1971). PIE values are bounded at
zero and one with zero indicating assemblages
that are dominated by a single taxon and one rep-
resenting assemblages in which all taxa are
equally represented. Pairwise dissimilarities are
calculated using the Bray-Curtis metric in the veg-
dist function of the R package vegan (Oksanen, et
al., 2022). To overcome the sensitivity of DCA to
changes in the underlying data (Kenkel and Orloci,
1986; Wartenberg et al.,1987; Jackson and
Somers, 1991), we ordinated each simulated sam-
ple with the original fossil assemblages from the 54
ka GoA record. This approach allows the empirical
data to dominate the structure of the ordination
space and maintain the same structure between
analyses that place individual simulated assem-
blages within that space. With both the simulated
assemblages and the original fossil assemblages

in the same ordination space, and thus on the
same quantitative scale, we can calculate the dif-
ference between the DCA-1 value of the original
fossil assemblage and the median DCA-1 value of
the associated simulated assemblage set. To
ensure any differences between the simulated and
original assemblages were not simply due to a
change in the ordination space, we also compared
the median DCA-1 values of simulated assem-
blages to the median DCA-1 value of the original
assemblage as recovered from the analysis. 

We developed paleoAM in R version 4.2.0
(“Vigorous Calisthenics”) released on April 22nd,
2022, which uses an open-source programming
language (R Core Team, 2022). All code needed to
simulate fossil assemblages along an environmen-
tal gradient and perform the experiments described
below are available as supplementary materials
(Appendix 2). 

Simulating the Deposition of the Fossil 
Assemblages 

To test whether changes in faunal composition
can be detected within a time series, we simulated
a stratigraphic record of faunal assemblages with a
given background DCA-1 value that is punctuated
by assemblages with higher DCA-1 values
(“events”; Figure 2E). The resulting sequence of
assemblages can be conceptualized as a series of
discrete “assemblage packages,” which are accu-
mulations of specimens deposited in 1 year within
the model under the environmental conditions
implied by the generating DCA-1 values. Events
are separated by relatively long periods of back-
ground conditions in the simulated record and the
event waiting periods have randomly varied errors
added to their duration, thus randomizing when
individual events occur in each record.

We then sample each simulated sedimentary
record within defined intervals, hereafter the “sam-
ple interval,” which is conceptually like obtaining a
sediment sample with a prescribed thickness from
a continuous sediment core. Given the record is
sampled at equally spaced intervals and events
occur randomly, sample intervals vary stochasti-
cally in the relative number of assemblage pack-
ages that they incorporate from background and
event conditions. However, the long waiting peri-
ods between events ensure that no sample interval
intersects more than one event. To create a sam-
ple, we draw 400 specimens from each assem-
blage package intersected by the sample interval
and amalgamate them into a “meta-assemblage,”
which effectively time-averages the sample. We
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then subsample the meta-assemblage to obtain
the 300 specimens that constitute the recovered
faunal sample corresponding to the sample inter-
val. We use 300 specimens as the sample size fol-
lowing the recommendation of Buzas (1990),
however, smaller sample sizes often produce sta-
ble ordination results (Forcino et al., 2015); this is
comparable to the median 268 individuals per sam-
ple in Sharon et al. (2021). 

In simulating the sedimentary records by
sequentially accumulating discrete assemblage
packages that each have a microfossil assemblage
reflecting the community composition at a defined
position along an environmental gradient, we
establish an initial, ideal record. We can then
explore the effect of varying the duration of the
events the magnitude of environmental change

during events and the duration of the transition
between background and event intervals by chang-
ing the model parameters used to create the record
(Table 1). In addition, we can test the effect of the
relative completeness of sampling by varying the
distance between sample intervals. Further, we
can simulate the effects of mixing via bioturbation
by altering this initial simulated sedimentary record. 

We define event detection as the ability to dif-
ferentiate a sample from the background environ-
mental conditions and detection accuracy as the
similarity of the sample to the generating DCA-1
value. To produce a null distribution against which
to test a DCA-1 value, we simulate 100 assem-
blages at the background DCA-1 value and 100
assemblages as the event DCA-1 value. We then
calculate the upper 95% quantile of the DCA-1 val-

TABLE 1. Questions explored using the simulation framework and the parameters relevant to each experiment. Results
of each experiment are summarized with reference to key figures. The ‘*’ symbol signifies parameters that are fixed
across all simulations.

Question Fixed parameters Varied parameters Result

Do simulations produce 
similar assemblages as 
found in the empirical fossil 
assemblages?

Number of specimens*
Species abundance 
distributions along the 
gradient*

DCA value of the simulated 
assemblage

DCA scores are accurately replicated, 
richness and evenness are comparable to 
empirical assemblages, but overestimated

How does excursion 
magnitude and resolution 
potential affect event 
detection?

No bioturbation
0.001x Transition
100% Completeness

Excursion magnitude
Resolution potential
Background value

Increased resolution potential and 
increased excursion magnitude increase 
accurate event detection

How does the background 
value alter event 
detection?

Background value does not affect event 
detection at similar relative magnitudes

How does the abruptness 
of the transition between 
background and event 
affect event detection?

-0.5 Background
No bioturbation
100% Completeness

Transition duration Increased transition duration increases 
accurate detection of events

How does sampling 
completeness affect event 
detection?

-0.5 Background Sampling completeness Event detection is reduced with decreased 
sampling completeness

How does bioturbation 
affect event detection?

-0.5 Background
0.001x Transition
100% Completeness

Complete mixing of 
assemblages over 10 cm 
mixing depth

Bioturbation decreases event detection at 
low resolution potentials, but only affects 
recovered excursion magnitude at high 
generating event magnitude

How does sample mixing 
affect the observed event 
value?

-0.5 Background Proportion of event 
assemblage Event value

DCA-1 values approach the true event 
value as the contribution of the event 
assemblage increases

Does a small pilot data set 
produce the same 
estimates as the full data 
set?

-0.5 Background
0.001x Transition
25% Completeness

Sample thickness Event 
duration

Yes, simulations based on the smaller 
dataset produce similar estimates of event 
detection accuracy

What is the expected 
ability to resolve 100-year-
long events over the Gulf 
of Alaska record?

3 cm sample thickness
-0.5 Background
25% Completeness
0.001x Transition

Sedimentation rates 100-year-long events are accurately 
detected when sedimentation rates are 
high, but excursion magnitudes are 
underestimated when sedimentation rates 
are low
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ues of assemblages simulated at background con-
ditions and calculate the two-tailed 95% quantile of
the DCA-1 values of assemblages simulated at
event conditions. Samples that return DCA-1 val-
ues outside the 95% quantile of the simulated
background are considered significantly outside
the expected noise in DCA-1 values for assem-
blages at the background value, and thus signifies
a “detected” event. We consider an event to be
“accurately detected” if a sample also has a DCA-1
value within the 95% quantile of assemblages sim-
ulated at the event conditions. To consider the dif-
ferent contributions of event detection and the
accurate recovery of DCA-1 values on accurate
detection, we calculate the median excursion mag-
nitude across all samples that intersect an event in
the simulation; in contrast, accurate detection only
requires one qualifying sample per event. Note that
different events within a simulation may be inter-
sected by different numbers of samples, and sam-
ples can have variable contributions from event
assemblages and background assemblages. We
use the surface of median excursion magnitudes
calculated across simulations at different combina-
tions of model parameters to illustrate the general
trend of recovered DCA-1 values as excursion
magnitudes and resolution potential increases.
Varying resolution potential of the sedimentary
record. We simulate events with a fixed temporal
duration, however, differences in sediment accu-
mulation rate will affect the thickness of the sedi-
mentary interval over which the event is recorded
and, thus, the potential for capturing the event
within a sample interval of defined thickness. To
incorporate this behavior, our simulations are exe-
cuted on a ratio reflecting the resolution potential of
event sampling, which encompasses the event
duration, sediment accumulation rate and thick-
ness of the sample interval. Resolution potential
describes how long an event is relative to the
amount of time represented by the sample interval
and is calculated as the product of the duration of
events (in units of time) and the sedimentation rate
(in units of depth added per unit of time, e.g., centi-
meters per year), divided by the thickness of the
sample interval (in units of core depth, e.g., centi-
meters). Thus, in a record with a resolution poten-
tial of one, a sample is as thick as the amount of
sediment laid down during the event’s duration. For
example, for a typical deep-sea marine sediment
core with a sedimentation rate of 0.01 cm/yr over a
thousand-year timespan (Sadler, 1999), a resolu-
tion potential of one would result if samples were 1
cm thick and the target event is 100 years long. In

marine sedimentary records, sedimentary intervals
of 1 to 3 cm thick are commonly needed to achieve
sufficient foraminiferal abundances for statistical
analyses. The larger samples are often necessary
to obtain these abundances in high sedimentation
rate records due to sedimentary dilution of the fos-
sil material. However, the effect of sample thick-
ness on resolution potential may be balanced by
an expanded sedimentary interval representing a
given time span. For example, on continental
shelves where typical sedimentation rates are 0.5
cm/yr when measured on thousand-year time-
spans (Sadler, 1999), even a 3 cm thick sample
would result in a resolution potential of 16.7 for
100-year events, although the resolution potential
would be only 1.67 for 10-year events. Other stud-
ies observed that climate events of shorter duration
are more severely attenuated (Anderson, 2001;
Steiner et al., 2016; Liu et al., 2021), which is
reflected here in the lower resolution potential of
shorter events. For each time series scenario sim-
ulated herein, we vary the resolution potential to
test how the amount of time represented by the
sample interval relative to the duration of the event
affects our ability to detect the event and accu-
rately estimate its magnitude. We vary resolution
potential in the time-series simulations across
three orders of magnitude with values every 0.05
units from 0.05 to 0.2, then every 0.1 units from 0.2
to 0.5, then every 0.5 units from 0.5 to 7 units. 
Varying the magnitude of the excursion. We
expect the difference between background and
event conditions to have a large effect on our abil-
ity to detect events. Although DCA Axis 1 is scaled
with respect to the standard deviation of faunal
variation, differences in the species composition
and the relative abundance structure at different
positions on the gradient could affect the distinc-
tiveness of background and event assemblages.
Thus, to test the effect of magnitude of the excur-
sion on detecting events and accurately estimating
the degree of faunal change, we vary both the
background DCA-1 value and the event DCA-1
value (Table 1). The difference between these two
values is termed the “excursion magnitude.” We
use background values of -0.5, 0.5 and 1.0 and
maximum excursion magnitudes which range up to
2.996, 1.996 and 1.496, respectively, which are
constrained by the maximum DCA-1 value (2.496)
obtained from ordinating the original fossil assem-
blages. Simulations were run with excursion mag-
nitudes in 0.2-unit increments between zero and
the respective maximum excursion magnitude for
that simulation. 
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Testing the Effects of Transition Duration, 
Sampling Completeness and Bioturbation

The change from background to event condi-
tions may occur nearly instantaneously or occur
gradually over a transition interval. To test the
effect of the abruptness of events on their detec-
tion, we varied the duration of the transitions
between background and event conditions. Each
event interval is both preceded and followed by a
transition interval, during which the DCA-1 value
transitions linearly from the background value to
the event value, or vice versa. The duration of the
transitions is parameterized in our model as a mul-
tiple of the event duration. Values much less than
one give transition intervals that are very small with
respect to event durations and, thus, simulate
extremely abrupt transitions. When the transition is
abrupt, the resulting meta-assemblages are com-
posed of very few assemblages with transitional
DCA-1 values, thus the meta-assemblage is pri-
marily composed of assemblages generated under
either the event DCA-1 value, the background
DCA-1 value or a mixture of both. Transition dura-
tions longer than the event duration maximize the
probability that samples will intersect intervals sim-
ulated at intermediate DCA-1 values within the
transition interval. 

Sampling completeness, here defined as the
proportion of the sedimentary core record that is
contained within the sample intervals, can also
affect the detection of events from a sedimentary
record. We do not consider the loss of individuals
to taphonomic processes in our analyses of com-
pleteness. Thus, we consider sampling to be 100%
complete if all potential sample intervals across the
entire sedimentary core are sampled. We parame-
terize sampling completeness as a value between
zero and one, where one is a completely sampled
core in which each observed sample is immedi-
ately adjacent to the following sample. Sampling
completeness values less than one result in inter-
vals of unsampled sediment between recovered
samples. Sedimentary records are rarely com-
pletely sampled and, on average, a record in which
only 25% of the record is sampled for fossils (e.g.,
a sampling completeness of 0.25) will miss three
out of every four events assuming the events are
shorter than the sample spacing. For most simula-
tions, we use a sampling completeness of one,
which equates to sampling the total sedimentary
core record. To test the effect of sampling com-
pleteness on event detection, we compare this
scenario of complete sampling to a scenario in
which we only observe every fourth potential sam-

ple in the time series, skipping a stratigraphic inter-
val equivalent to three samples between each
sample (sampling completeness = 0.25).

The movement of sediment by burrowing or
feeding organisms (bioturbation) and other sedi-
ment movement cause particles of sediment,
including fossils, deposited at a particular point in
time to mix with particles deposited at a different
time. Bioturbation is known to homogenize sedi-
ments deposited under different environmental
conditions and can limit our ability to reconstruct
abrupt events from fossil assemblages (Berger and
Heath, 1968; Martin 1999). In paleoAM, we model
bioturbation as the inclusion of specimens from
assemblage packages above and below the desig-
nated sample interval in the simulated sedimentary
record. Thus, bioturbation is a process in which a
sample is infiltrated by specimens from assem-
blage packages adjacent to the designated sample
interval. Although bioturbation can also displace
specimens, and thus the signal of an event, down-
ward in the sediment column (Berger and Heath,
1968), paleoAM does not detect an event if it is dis-
placed outside of the assigned event interval. 

In the simulations, the intensity of bioturbation
can vary from zero to one. Zero bioturbation inten-
sity implies that all specimens are drawn from
assemblage packages within the designated sam-
ple interval. All simulations in this paper conducted
“without bioturbation” were conducted at a biotur-
bation intensity of zero. When bioturbation intensity
is equal to one, specimens contained in the final
sampled assemblage will be drawn from both
assemblage packages within the designated sam-
ple interval as well as from adjacent packages.
This results in complete mixing of the microfossil
assemblages across the bioturbation interval.
Although we do not simulate intermediate bioturba-
tion intensities in this study, focusing instead on the
end-member values of zero and one, this parame-
ter can be adjusted in paleoAM. For example, if
bioturbation is set to 0.5, the proportion of speci-
mens mixed into the final assemblage from assem-
blages outside of the sample interval will be halved
(and the proportion of specimens from the desig-
nated sample interval itself will be doubled). 

In all simulations where bioturbation occurs,
we treat the thickness of the bioturbation interval
as a function of the thickness of the sample inter-
val, fixed to a ratio of 10 over three. This is based
on the typical 3 cm sample thickness in the GoA
data set examined and the typical 10 cm depth of
bioturbation in modern marine sediments (Bou-
dreau, 1998; Teal et al., 2008; Teal et al., 2010;
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Tarhan et al., 2015). Effectively, the zone of biotur-
bation is always 3.3 times larger than the sample
interval regardless of the resolution potential.
Although others allow bioturbation to attenuate in
intensity with depth, vary over time with environ-
mental change or operate asymmetrically in their
models (Trauth 1998; Bently et al. 2006; Löwemark
et al., 2008; Trauth 2013; Hülse et al., 2022), we
keep bioturbation constant and its effect symmetri-
cal across these 10 cm. This degree of bioturbation
is likely an overestimate for this record because the
GoA data set was at least partly deposited under
suboxic to dysoxic conditions and contains well-
preserved laminations indicating a lack of bioturba-
tion in some intervals (Jaeger et al., 2014;
Belanger et al., 2016; Penkrot et al., 2018; Sharon
et al., 2021). The depth of bioturbation typically
decreases as oxygenation decreases (Teal et al.,
2008; Solan et al., 2019) and Smith et al. (2000)
reported that the depth of the bioturbated mixed
layer is ~5 cm thick in dysoxic regions (0.13-0.27
mL/L bottom-water oxygen). Further, a fixed inter-
val of bioturbation ignores the eventual sediment
compaction of the core such that simulated biotur-
bation occurs over the modern, shortened core,
rather than over the more expanded sedimentary
interval at the time of deposition (Jaeger et al.,
2014; Walczak et al., 2015). However, given the
importance of bioturbation found by previous stud-
ies (i.e., Anderson, 2001; Steiner et al, 2016; Liu et
al., 2021), we prefer to bias these analyses toward
overestimating the effects of bioturbation rather
than mistakenly diminishing its effect. 

Simulations of Mixed Assemblages

The true magnitude of change during an event
might be underestimated when samples contain
mixtures of fossils that accumulated at different
times, either because bioturbation has homoge-
nized the sample interval or because the sample
interval straddles sediments deposited under differ-
ent environmental conditions. Thus, an investigator
using a faunal assemblage proxy may want to
reconstruct the range of possible true event values
that could be represented by the empirical DCA-1
value they observe. To directly examine the rela-
tionship between the true event values and
observed DCA-1 values, we use a set of simpler
models that isolate the effects of event value and
the proportion of the sample that comes from the
event interval. Each assemblage in this simulation
is a mixture of two end-member assemblages that
were generated at a background value (-0.5 DCA-1
units) and across different true event values. This

abstraction avoids the confounding effects of our
more complex time-series simulations and allows
us to estimate how the frequency of a particular
empirical DCA-1 value varies with the event value
and the degree of mixing between the event and
background assemblages. For these simulations,
we generated 100 samples of 30000 individuals at
101 prescribed mixtures of assemblages simulated
at background and event values. The relative con-
tribution of specimens from event intervals and
background intervals to sampled assemblages
ranged from 0 to 100% of background in incre-
ments of 1%. The resulting meta-assemblages are
sub-sampled to 300 individuals to obtain the final
sample of observed specimens. We examined the
distribution of DCA-1 values produced by each set
of 100 samples to determine the frequency at
which combinations of true event values and pro-
portional contributions of the event assemblage
would produce the observed DCA-1 values.

Making a Sampling Plan from Pilot Samples

We further demonstrate how an investigator
might use the paleoAM framework with a set of
pilot samples to estimate the sampling frequency
and sample thickness necessary to reliably resolve
short-lived environmental perturbations and make
an informed sampling plan. To simulate a limited
set of pilot data, we combined faunal data from 29
samples from Site U1419 (Belanger et al. 2016)
and 18 samples from the co-located site survey
core (EW0408-85JC) collected in 2008. These
samples span the full 54 ka record at lower resolu-
tion than the dataset published in Sharon et al.
(2021) and represent what an investigator would
have had as a pilot data set in 2016 while planning
a higher resolution study (Figure 1). We test
whether an investigator using paleoAM with this
smaller 47 sample data set would come to similar
conclusions about the type and frequency of sam-
pling necessary as an investigator working from
the larger 355-sample record from 2021. For this
scenario, we assume the investigator is interested
in testing whether low-oxygen events similar in
duration to those recorded elsewhere in the North
Pacific occur at the study site. Previous studies in
the Santa Barbara Basin (Cannarito et al., 1999,
Ohkushi et al., 2013) suggest some late Pleisto-
cene dysoxic events are as brief as a few decades
or longer than a millennium. Thus, we estimate the
probability of capturing events of different magni-
tudes that are 50, 100 and 1000 years in duration,
with incomplete sampling (25% completeness),
abrupt transitions (0.001 times the event length)
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between event and background (DCA-1 value = -
0.5) and under scenarios with and without biotur-
bation. We also vary the sample thickness at 1, 2
and 3 cm because the investigator can often
choose the sample thickness and volume they
acquire when sampling a core.

Assessment of Event Detection in an Existing 
Record

We further performed post-hoc exploratory
simulations to assess the ability of the record to
detect events of specified durations after the inves-
tigators have completed sampling and counting of
their fossil data set. In the GoA record (and in
almost any sedimentary archive), rates of sedimen-
tation vary over the record and, thus, an even sam-
pling plan based on core depths will not result in a
consistent resolution potential throughout the
record. We can calculate a time-varying resolution
potential for a record for a given event duration we
wish to resolve, based on the sample thickness
used and estimates of the time-varying sedimenta-
tion rate. Published sedimentation rates for this
record, which were calculated as the median rate
in 500-year intervals based on radiocarbon data
using the Marine20 calibration, average ~200 cm/
ka during the glacial portion of the record (older
than ~18 ka) and are as high as 800 cm/ka during
the deglacial interval, but decrease to an average
of 50 cm/ka during the last 12 ka Walczak et al.
(2020). These are exceptionally high sedimenta-
tion rates related to the site’s position on the conti-
nental slope near a source of glacial erosion
(Jaeger et al., 2014; Walczak et al., 2020). We use
this time series of sedimentation rates in the origi-
nal 500-year intervals to determine the time-vary-
ing resolution potential of the record for events with
a 100-year duration. These estimates of resolution
potential assume a 3 cm sample thickness,
although true sample thickness varied, with some
samples being 2 cm thick (Sharon et al., 2021). We
choose to use 3 cm thick samples in the simula-
tion, as this represents a worst-case scenario, and
should underestimate our ability to resolve events
of 100-year duration. We then use this time-series
of resolution potentials to simulate the probability
of detecting 100-year events along the record and
determine the magnitude of events that would be
recorded by resulting assemblages if an excursion
magnitude of 0.4, 1.2, and 2.8 DCA-1 units
occurred. Given this context, we examine the origi-
nal record to assess whether events were likely to
be unsampled in the high-resolution record or were

likely to be recovered at a lower apparent DCA-1
value than the true event value. 

RESULTS AND DISCUSSION

Validating the Simulation Model

Since DCA was devised by Hill and Gauch
(1980), there has been an active debate about the
arbitrary aspects of its algorithm and the theoretical
potential for introducing distortion into the resulting
ordination (Kenkel and Orloci 1986; Faith et al.,
1987; Minchin, 1987; Wartenberg et al., 1987; Peet
et al., 1988; Jackson and Somers, 1991; Oksanen
and Minchin, 1997; Faith, 1999; Olszewski and
Erwin, 2009; Patzkowsky and Holland, 2012).
Thus, concern about the ability of DCA to repro-
ducibly place simulated assemblages across the
entire gradient may arise. Further, DCA could
place simulated assemblages in the correct order
along the gradient but fail to capture the DCA-1
values themselves, obscuring the use of DCA-1
values in generating a quantitative oxygenation
proxy. Given we only provide the simulations with
information about species distribution along DCA-
1, simulated assemblages produce the full range of
DCA-1 values but produce a limited range of val-
ues along DCA-2 (Figure 3A). For each simulated
assemblage, the recovered DCA-1 value is close
to the generating DCA-1 values from simulation
(Figure 3B). The median DCA-1 value of each set
of 100 simulated faunal assemblages closely repli-
cates the target DCA axis 1 value with a mean dif-
ference of 0.01 DCA units (two-sided 95%
quantiles: -0.021 to +0.057 units). Similarly, the
median recovered DCA-1 values of the original fos-
sil assemblage were well replicated by the new
DCA space with a mean difference of 0.01 DCA
units (95% quantiles: -0.022 to +0.06). The range
of DCA-1 values in the original data set is -1.309 to
2.496, thus this difference is <1% of the range in
DCA-1 values in both cases. Thus, we are confi-
dent that the DCA-1 gradients we simulate are
reproducible and reasonably reflect that ecological
gradient, but other DCA axes are not reliable. 

While our simulated assemblages recovered
the generating DCA-1 values well, they less pre-
cisely replicate standard ecological metrics, such
as taxonomic richness and evenness, and the
overall pairwise compositional dissimilarity among
assemblages. Taxonomic richness in the empirical
dataset varied from five to 33 taxa per sample
whereas the median richness of the simulated
assemblage sets is, on average, 1.37 species
greater (two-sided 95% quantiles: -6 to +6 species)
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than the richness of the empirical sample with the
same DCA-1 value. The median PIE from simula-
tions is also greater than the empirical sample by a
mean increase of 0.077 units (95% quantiles: -
0.059 to +0.34); in the empirical dataset, the sam-
ples have PIE values from 0.32 to 0.96. The Bray-
Curtis dissimilarity among pairs of simulated
assemblages is often lower than the dissimilarity
among empirical assemblage pairs, although very
high dissimilarities and dissimilarities between 0.5
and 0.75 are more reliably replicated (Figure 3C).
In simulating the assemblages, paleoAM models
abundance distributions along DCA-1 only and
ignores all other faunal variation present in the
empirical samples, which drives the greater similar-
ity. Richness and evenness may be higher in the
simulated assemblages because we are sampling
from continuous abundance distributions whereas
species in natural benthic communities often occur
in disjunct patches, reflecting the influence of envi-
ronmental factors on organism distributions that
are not captured on the single axis of faunal varia-
tion we analyze here (Ardisson and Bourget, 1992;
Fabri-Ruiz et al., 2019). The assumption that spe-
cies distributions are continuous and unaffected by
factors whose influence may be captured on addi-
tional axes of faunal variation will enhance rich-
ness and evenness at all points of the gradient
because it causes rare taxa that infrequently occur
in natural communities to be sampled more often
(Appendix 1). Taken together, these metrics show
that the simulations do not capture the full faunal
variation present in the empirical dataset even
though they replicate DCA-1 well.

Effects of Excursion Magnitude and Resolution 
Potential on Event Reconstruction

We simulated events against three different
background levels with DCA-1 values of -0.5, 0.5
and 1. To compare results across simulations, we
normalize the event DCA-1 values relative to the
background using the excursion magnitude, which
is calculated as the difference between back-
ground and event DCA-1 values. Therefore, a sim-
ulation may have the same excursion magnitude
but have very different event and background
assemblages drawn from different portions of the
DCA-1 gradient. In Figure 4, we depict the percent-
age of events that are accurately detected (left
panels) and the median recovered excursion mag-
nitudes (right panels) for all simulated combina-
tions of excursion magnitude and resolution
potential. Each row of panels in Figure 4 is simu-
lated at a different background value, however, the
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results are similar for similar excursion magnitude
– resolution potential pairs. For example, median
recovered excursion magnitudes are depressed
relative to the generating excursion magnitude at
resolution potentials less than 3 units, but are
equivalent, on average, to the generating excur-
sion magnitude at resolution potentials above 3
units. This means that events have a similar proba-
bility of being accurately detected at similar combi-
nations of excursion magnitudes (the deviation
from the background DCA value during the event)
and resolution potentials (the ratio of sample thick-
ness to event duration). This consistency indicates
that the portion of DCA-1 gradient over which we
simulate change has a minimal impact on our
results. Thus, we will focus our discussion on those
simulations with the minimum background DCA-1
value of -0.5 (as in Figure 4A and 4B).

In simulations where events are abrupt, bio-
turbation is absent, and sampling is complete,
more than 95% of events are accurately recovered
when resolution potential is >2 units and excursion
magnitudes are greater than 0.2 DCA-1 units (Fig-
ure 4). As excursion magnitude increases, the res-
olution potential necessary to accurately detect
95% of events decreases until excursion magni-
tudes reach ~0.6 DCA-1 units after which the reso-
lution potential needed to accurately resolve
events increases. Excursion magnitude has a mini-
mal effect on event reconstruction when resolution
potential is greater than 1.2 units as indicated by
the near vertical probability contours in Figure 4. At
resolution potentials <1 unit, events are accurately
detected in less than 50% of simulations.

The inflection of the accurate detection con-
tours at excursion magnitudes of -0.6 DCA units
(Figure 4) is driven by the interaction between
event detection and detection accuracy. When
event values are simulated close to the back-
ground value (simulations with low excursion mag-
nitudes), the event values recovered from the
simulation are very close to the generating values
of the event, and thus have high accuracy, but they
are not far enough from the background value to
be distinguishable as an event. Events that are
very different from the background (simulations
with high excursion magnitudes) will be easy to dif-
ferentiate from the background, and thus are easily
counted as “detectable” events, but they are much
more likely to be inaccurately recovered, which is
seen in the lower median recovered excursion
magnitudes where the generating excursion mag-
nitudes are high and resolution potential is less
than 3 units (Figure 4B). Thus, when an event is

detected, it is likely that the event is attenuated in
amplitude and could represent a true event of
higher magnitude. At intermediate event values,
the event is far enough from the background value
to be detected and the attenuation of the event
value in the recovered sampled is minimal because
individuals from background assemblages are like
those in event assemblages and, thus, intermedi-
ate event values are the most likely to be accu-
rately detected. 

Effects of Transition Duration, Sampling 
Completeness and Bioturbation on Event 
Detection

With longer transitions between background
and event intervals, the ability to accurately detect
events increases even for events simulated in low-
resolution potential records (Figure 5). As the dura-
tion of the transition increases from nearly instanta-
neous (Figure 5A) to five times greater than the
event interval (Figure 5D), the ability to accurately
detect events in simulations with lower resolution
potentials gradually increases because the recov-
ered excursion magnitudes are, on average,
higher. This higher median excursion magnitude
occurs because the transition interval contains
assemblages generated from DCA-1 values that
depart from background and more individuals from
event-like assemblages are incorporated into the
sample, increasing the recovered DCA-1 value.
Thus, events that are effectively lengthened by
transitional intervals will be easier to detect in sedi-
mentary records even though transitional assem-
blages have lower DCA-1 values than the event
itself.

When sampling completeness is reduced to
25%, a resolution potential of 3–4 units is neces-
sary to detect events in 95% of simulations (Figure
6), higher than the resolution potential of 0.5–2
units needed for events with the same transition
durations when sampling is complete (Figure 5A,
5D). Although the proportion of events that are
accurately detected are lower in the incomplete
records, the median recovered excursion magni-
tudes remain like the simulations performed at
100% completeness (Figures 5, 6). This demon-
strates that the reduction in the percentage of
accurately detected events is purely because the
events are unsampled. Thus, incomplete sampling
will reduce the probability that an event is detected
but will not affect the perceived magnitude of the
events that are detected.

When bioturbation is included in simulations
(Figure 7), the percentage of events that are accu-
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rately detected decreases at low resolution poten-
tials compared to simulations without bioturbation,
as shown in Figure 8, which depicts the percentage
of events accurately detected in simulations with-
out bioturbation subtracted from the percentage of
events accurately detected in simulations where
bioturbation occurs (Figures 5, 6). Despite this
decrease in accurate detection with bioturbation at
low resolution potentials, >95% of events are still
accurately detected in the presence of bioturbation
when resolution potential is >3, sampling is com-
plete, and transitions are short (Figure 7A).

Although accurate detection is similar with and
without bioturbation for completely sampled
records (Figure 8A, 8B), bioturbation enhances the
decrease in median excursion magnitudes recov-
ered at decreasing resolution potentials when the
transition duration is short (Figure 7A). In contrast,
bioturbation has little effect on the median recov-
ered excursion magnitude when the transition
duration is five times the event duration (Figure
7B). These simulations ignore apparent excursions
that occur in samples that do not intersect the
event interval. However, given bioturbation would
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FIGURE 5. Effect of varying transition duration. Each panel represents a set of simulations generated at transition
interval lengths of 0.001 times the event duration for A, 0.5 times the event duration for B, 1.0 times the event duration
for C, and 5.0 times the event duration for D. Background DCA-1 value is -0.5 and completeness is 100%. Excursion
magnitude (y-axis) indicates the difference between the simulated background DCA-1 value and the simulated event
DCA-1 value. Resolution potential (x-axis) is the event duration divided by the time represented by the sample inter-
val.Color shading indicates the median excursion magnitude of all samples that intersect an event. Contour lines
show the parameter space where 50% (dashed line), 75% (dotted line) and 95% (solid line) of events are accurately
detected. 
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also mix individuals from event assemblages into
adjacent assemblage packages deposited under
background conditions, an event could be detected
outside of the event interval in practice. This would
cause an event to be temporally offset, as seen in
other simulations (Hulse et al., 2022). If multiple
samples were to intersect a bioturbated interval
containing an event, the event could also appear
longer in duration when recovered as a time series.

Reducing sampling completeness to 25% pri-
marily affects the resolution potential necessary to
accurately detect events. Whereas >95% of events
with short transition durations (0.001 times the
event duration) are accurately detected in com-
pletely sampled records when resolution potential
is >3, resolution potentials must exceed 6 units
when sampling is reduced to 25% and bioturbation
occurs (Figure 7C); the necessary resolution
potential is lower in the absence of bioturbation
(Figures 6A, 8C). Similarly, although >95% of
events with long transition durations (5 times the
event duration) are accurately detected in com-
pletely sampled records when resolution potentials
are >1, resolution potentials must be >3 to accu-
rately detect high magnitude excursions at 25%

completeness both with and without bioturbation
(Figures 6B, 7D, 8D). Despite differences in accu-
rate detection, the median excursion magnitudes
recovered are very similar between simulations at
different completeness holding transition duration
constant (Figures 5, 6, 7). 

The worst-case scenario that we consider
simulates events with short transition durations,
incomplete sampling, and bioturbation (Figures 7C,
8C). In this scenario, abrupt events are both atten-
uated by bioturbation (as in Figures 7A, 8A) and
missed due to not being sampled (as in Figure 6A).
The combined effect of these parameters reduces
the probability of detecting events with high excur-
sion magnitudes such that recovering larger excur-
sions requires increasingly higher resolution
potentials. When these high magnitude events are
detected, they will be most likely detected as lower
magnitude excursions, making it difficult to differ-
entiate between events of different magnitudes in
incompletely sampled, bioturbated, sedimentary
records, particularly at low resolution potentials.

Other studies also find that bioturbation
decreases the amplitude of events and that abrupt
events are best preserved when sedimentation
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rates are high and bioturbation low (Anderson,
2001; Steiner et al, 2016; Liu et al., 2021), how-
ever, the impact of bioturbation is greater than what
our simulations imply. For example, the amplitude
of 4 ka long events decreased by 50% at a sedi-
mentation rate of 10 cm/ka and by 20% at a sedi-

mentation rate of 20 cm/ka (Anderson, 2001). If
records with these sedimentation rates were sam-
pled with 3 cm samples, as done in our case study,
this would equate to resolution potentials of 13.3
and 26.6 units, respectively, for 4 ka events. Thus,
the attenuation forecast by the model in (Anderson,

0.05 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

Ex
cu

rs
io

n 
M

ag
ni

tu
de

0.05 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

0.05 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

Resolution Potential

Ex
cu

rs
io

n 
M

ag
ni

tu
de

0.05 1 2 3 4 5 6 7
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

Resolution Potential

0.0

0.5

1.0

1.5

2.0

2.5

3.0

M
ed

ia
n 

R
ec

ov
er

ed
 E

xc
ur

si
on

 M
ag

ni
tu

deEx
cu

rs
io

n 
M

ag
ni

tu
de

A B

C D

FIGURE 7. The interaction of bioturbation, completeness and transition duration. All simulations figured include bio-
turbation and use a background DCA-1 value of -0.5. Simulation results for 100% sampling completeness and transi-
tion durations 0.001 times the event duration for A; 100% sampling completeness and transition durations five times
the event duration for B; 25% sampling completeness and transition durations 0.001 times the event duration for C;
25% sampling completeness and transition durations five times the event duration for D. Excursion magnitude (y-
axis) indicates the difference between the simulated background DCA-1 value and the simulated event DCA-1 value.
Resolution potential (x-axis) is the event duration divided by the time represented by the sample interval. Color shad-
ing indicates the median excursion magnitude of all samples that intersect an event. Contour lines show the parame-
ter space where 50% (dashed line), 75% (dotted line) and 95% (solid line) of events are accurately detected.
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2001) has a much greater effect than we estimate
in our simulations, where the vast majority of
events are accurately detected at much lower reso-
lution potentials. In the simulations in Anderson
(2001), sedimentation rates had to exceed 70 cm/
ka for the attenuation of the record to decrease
below 5% for events with a period of 2 ka (with 3
cm thick samples, this would be an equivalent res-
olution potential of 46.6 units). Similarly, other sim-

ulations demonstrated that centennial-scale
climate variability could not be preserved when bio-
turbation occurred over a 10 cm depth even when
sedimentation rates exceeded 15 cm/ka (Liu et al.,
2021). However, these earlier studies focused on
geochemical records (i.e., δ18O derived from multi-
ple foraminiferal tests) and our differing results
could suggest that environmental proxies derived
from multi-taxon faunal assemblages are less sen-
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sitive to mixing. Further, the simulations herein
treat assemblages as accumulations of inde-
pendently mobile particles from which the proxy
value is derived whereas the approaches in Ander-
son (2001) and Liu et al. (2021) impose the effect
of time-averaging and bioturbation on isotopic sig-
nals using mathematical convolution, with the
change in the isotopic curve based on the mixing
effect observed in empirical studies (respectively,
Ruddiman et al., 1980, and Guinasso and Schink,
1975). Other simulations focused on geochemical
data derived from foraminifera do simulate foramin-
ifera as particles but modeled assemblages of at
most two species (Trauth, 1998; Löwemark et al.,
2008; Trauth, 2013; Hülse et al., 2022). Although
we treat the foraminifera tests as independent par-
ticles, we do not consider size selective mixing,
which could impact the resulting faunal assem-
blages as well as the isotopic records derived from
those tests (Hupp et al., 2019). Potentially con-
founding dissimilarities in model mechanics and
underlying proxies make it difficult to discern the
cause for our contrasting conclusions about the
impact of bioturbation on accurately detecting cli-
mate events and future work systematically com-
paring the models on the same datasets would be
informative.

Simulations of Mixed Assemblages

If an investigator observes a given DCA-1
value from an empirical sample, that value may
have resulted from a multitude of possible combi-
nations of event values and relative contributions
of the event assemblage to the observed sample.
Empirical samples will contain individuals from out-
side the event assemblage whenever (a) the event
duration is longer than the time represented by the
sample interval, (b) the entire sample is not con-
tained within the event interval, or (c) bioturbation
has mixed in individuals from background assem-
blages. The proportional contribution of the event
assemblage to the empirical sample may also be
affected by the differential production of individuals
during different environmental conditions and
through the differential taphonomic disintegration
of taxa (Tomašových et al., 2019), and thus, also
affect the reconstruction of events. Simple simu-
lated mixtures of event assemblages and back-
ground assemblages demonstrate how the
interaction between the true event value and the
relative contribution of event assemblages to a
sample produce different DCA-1 values (Figure 9),
but do not currently accommodate differences in
production and disintegration among taxa or

assemblages. In general, empirical DCA-1 values
will underestimate the true magnitude of events,
given any contribution of the background assem-
blage to the observed sample will bias the
observed DCA-1 value towards the background
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assemblages are simulated at a DCA-1 value of -0.5
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DCA-1 value. Thus, it would be uncommon to
observe high DCA-1 values in an empirical sample
even if an event with a high DCA-1 value occurred,
unless there was little to no contribution from the
background assemblage (Figure 9). 

These simulations also show that a given
observed empirical DCA-1 value can only result
from a relatively restricted combination of true
event values and mixtures of event and back-
ground assemblages (Figure 10). In Figure 10,
each panel depicts the proportion of simulations in
which a given DCA-1 value is observed at all simu-
lated combinations of true event values and rela-
tive contributions of the event assemblage to the
observed sample. In each case, the empirical
DCA-1 value matches the true event value when
100% of the sample is derived from the event
assemblage, but that same empirical value is also
observed when the true event value is higher, and
the event contributes less than 100% of the sam-
ple; this is visualized as a narrow ridge of high
probability in the plot space (Figure 10). Observed
empirical DCA-1 values that are relatively high
(Figure 10A, 10B), can only be produced when the
event assemblage comprises most of the observed
sample. Thus, if high DCA-1 values are observed,
even if represented by only a single sample, they
likely evince short-term, extreme, events and
should not be regarded as noise.

These results also have implications for
attempts to “unmix” faunal assemblages. When the
observed DCA-1 value is high, the relationship with
the resulting empirical DCA-1 values appears to
decrease linearly as the proportion of individuals
derived from event assemblages decreases. How-
ever, this relationship is nonlinear when we con-
sider lower observed DCA-1 values (Figure 10A).
Thus, unmixing routines for faunal proxies that
assume that calculated assemblage metrics (such
as ordination scores) change linearly with the
amount of mixing may be inaccurate except for
when very disparate assemblages are being
mixed. In studies of time averaging, others have
found that anomalous assemblages are noticeable
even with high degrees of temporal mixing with
background assemblages. For example, simulated
mixing of terrestrial mammal faunas found that
even when assemblages equally combine ele-
ments from two habitats the assemblages pro-
duced ordination results indicative of the more
distinctive assemblage (Andrews, 2006). Further,
time-averaged molluscan death assemblages pre-
served comparable pairwise dissimilarities as living
assemblages from the same sites suggesting that
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FIGURE 10. Percentage of DCA-1 values obtained
from simulations that fall within a 95% envelope of three
DCA-1 values: (A) 0.0 (B) 1.0 and (C) 2.0. These values
were selected as example observations from a hypo-
thetical empirical data set and are marked by a green
line in each subfigure. The bounds of the 95% confi-
dence envelope were calculated by repeatedly simulat-
ing assemblages at the indicated empirical DCA-1
value and finding the two-tailed 95% quantile on the
DCA-1 values obtained from those simulated assem-
blages. In the mixed assemblage simulations, back-
ground assemblages are simulated at a DCA-1 value of
-0.5 and are mixed with an event assemblage with a
DCA-1 value as given on the horizontal axis, with the
proportion of mixing indicated on the vertical axis. In all
three cases, the region the target DCA-1 value is
observed in the simulations is a narrow ridge in proba-
bility space.
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fossil assemblages can retained much of their dis-
tinctiveness despite a dampening in average dis-
similarity due to temporal mixing (Tomašových and
Kidwell, 2009). Similarly, spatial heterogeneity
among fossil assemblages is retained even when
temporally mixed (Webber, 2005; Holland, 2005).
In the case study herein, the dysoxic assemblage
is distinct from the background assemblages both
in taxonomic composition and in the high relative
abundances of low-oxygen tolerant species (Sha-
ron et al., 2021), which likely increases its recover-
ability. Further, the decline in bioturbation depth
and intensity associated with oxygenation has also
been shown to increase preservation of abrupt
shifts in faunal composition on continental shelf
(Tomašových et al. 2020) and plays a role in the
recovery of low-oxygen events here as well. Previ-
ous studies of time averaging in macrofaunal shelly
assemblages also suggest that even if assem-
blages overlap in time by 50%, the older assem-
blage will only contribute 10% of the fossils in the
resulting sampled assemblage due to the exponen-
tial taphonomic loss of the fossils (Olszewski,
1999), thus the preserved assemblage mostly
retains individuals of similar age. We do not include
this loss of older specimens in the simulations
herein, thus, the DCA-1 values we obtain from the
simulations likely depart further from the event
value than they would in a natural sedimentary sys-
tem—unless the age frequency distribution of sub-
surface assemblages are more symmetric, as
suggested by recent modeling work by
Tomašových et al. (2023), and assemblage mixing
would be greater than in Olszewski (1999), as in
our model. 

Using a Simulation Approach to Develop a 
Sampling Plan

Simulations based on the 2021 data set (355
samples) and simulations based on the 2016 data
set (47 samples), have similar ability to accurately
detect events, particularly when bioturbation is
absent (Figure 11). When bioturbation is present,
simulations based on the 2016 data are less able
to accurately detect events of higher magnitude
than simulations based on the 2021 data set,
although detection itself is unaffected even when
simulated with 25% completeness and short transi-
tion durations between background and event con-
ditions. This indicates that a smaller dataset typical
of a pilot study can be used in these simulations to
inform further sampling and will achieve similar
results as the high-density sampling of the 2021
data set. However, the selection of the pilot data

was non-random in this case and was informed by
lithological and geochemical environmental indica-
tors such that the faunas reasonably spanned the
full environmental gradient of interest even though
samples were fewer. If the pilot data had spanned
only a portion of the DCA-1 gradient, the similarity
would not be achieved because the simulations
cannot create assemblages outside of the sampled
environmental gradient. The systematically lower
detection accuracy when using the 2016 data set in
bioturbated records could lead an investigator to
oversample because a greater resolution potential
is necessary to achieve a desired detection accu-
racy.

Understanding the interaction between sedi-
mentation rates, event duration and sample thick-
ness, which we encapsulate in resolution potential,
allows an investigator to modify their sampling
design to maximize the detection of abrupt events.
For example, an investigator has some control of
sample thickness and thus could choose different
sample increments depending on the number of
fossil specimens expected in a volume of sediment
(which is governed by sedimentation rates, preser-
vation, and production of the target specimens).
Given thinner samples contribute to higher resolu-
tion potential than thicker samples, the percentage
of events that are accurately detected with 1 cm
thick samples increases faster with increasing sed-
imentation rate than when sample thickness is 3
cm (Figure 12). The shape of the curves is the
same regardless of event duration, however higher
sedimentation rates are necessary to accurately
detect events of shorter duration with a given sam-
ple thickness (Figure 12). The example is based
upon excursion magnitudes of 2.8 DCA-1 units and
simulations using the 2016 dataset, a scenario in
which events are deliberately biased toward being
less likely to be accurately detected (Figure 11).
Given that accurate detection is more difficult for
higher magnitude events (Figure 11), the percent-
age of events accurately detected would be higher
for lower magnitude events. In this record, many of
the samples were 3 cm thick and thus we would
expect to accurately capture >95% of events that
are 100 years long when sedimentation rates ~125
cm/ka even when sampling completeness is at
25%. Decreasing the sample thickness to 2 cm
would allow 100-year-long events to be accurately
detected provided sedimentation rates were at
least 75 cm/ka, although sampling the time series
with 2 cm thick samples would require more sam-
ples than at 3 cm to achieve 25% completeness.
When sampled with 1 cm thick samples, millennial
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scale events (1000 yr duration) are detectable with
>95% accuracy when sedimentation rates are at
least 5 cm/ka and bioturbation is absent. Anderson
(2001) found that comparable events were detect-
able at sedimentation rates as low as 5 cm/ka and
undetectable at lower sedimentation rates, how-
ever, we find that some proportion of these shorter-
term events would still be accurately detected even
if allowing for bioturbation (Figure 12). 

Assessment of Event Detection in an Existing 
Record

These simulations also allow investigators to
estimate the probability that (a) the events

detected in a record are represented by assem-
blages that accurately reflect the environmental
conditions and (b) the lack of observed events truly
indicate the absence of events. Using simulations
based on the 2021 record, we find that the resolu-
tion potential of the GoA record is sufficiently high
to resolve >90% of 100-year events with DCA-1
values of 2.8 at 100% completeness (~73% of
events at 25% completeness) prior to ~16 ka after
which sedimentation rates decrease sharply (Fig-
ure 13). In some intervals, particularly since 16 ka,
sedimentation rates were too low to accurately
observe extreme 100-year events with 3 cm thick
samples even when sampling is 100% complete,
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although the events are frequently detected as
lower magnitude events than originally simulated
(Figure 14). Less extreme events are more accu-
rately detected, even when sedimentation rates are
lower, indicating that low-magnitude events are

more likely to be accurately recovered than the
most extreme events (Figure 14). Although we per-
formed these simulations with bioturbation, inter-
vals of the GoA record contained laminations
suggesting minimal bioturbation (Jaeger et al.,
2014; Penkrot et al., 2018), thus accurate detection
of events may be greater than we estimate here. In
a record with lower sedimentation rates where
event detection would be more challenging, these
simulations would permit an investigator to quanti-
tatively support that the absence of an expected
event of a given duration was due to low resolution
potential and test whether the low resolution poten-
tial was the result of the sedimentation rates or the
sampling strategy. These effects of sedimentation
rates and sampling strategies on event detection
need to be accounted for when comparing across
multiple core records because an event may
appear more extreme in one record than another
simply due to differences in the resolution potential
and not because that locality experienced a more
extreme environmental change. By simulating
each record in paleoAM, we can appropriately
scale our expectations and improve our interpreta-
tion of regional to global faunal response to envi-
ronmental changes.
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These simulations further allow an investiga-
tor to support the veracity of anomalous faunal
proxy values that appear as single points far from
background values. Samples which are composed
of hundreds of individuals are very unlikely to pro-
duce random errors in ordination analysis (Forcino,
2015) and only when samples contain an insuffi-
ciently low number of individuals will the sampled
assemblage differ significantly from the true ordina-
tion value. This fidelity is shown here by the insig-
nificant differences in DCA-1 values between the
empirical assemblages and the assemblages sim-
ulated at identical DCA-values using assemblage
sizes of 300 individuals. Events could appear
shorter and more abrupt due to sampling incom-
pleteness and hiatuses in sedimentation, thus the

minimum transition duration reported for an empiri-
cal event should derive this uncertainty from the
age model and sample spacing. The true transition
duration can be tested in a real record by increas-
ing sampling resolution around an event, however
this would only serve to constrain the maximum
length of the event and observing no additional
event assemblages with more exhaustive sampling
would not indicate that event was detected in error.

CONCLUSIONS

The paleoAM framework is broadly applicable
to microfossil records where assemblage-based
transfer functions are used to detect short-duration,
abrupt, environmental changes. This framework is
scale independent and can be used to examine
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events of any frequency and duration. The position
of assemblages along the environmental gradient
had little to no effect on the probability of accurate
event detection, such that simulations conducted at
different background values but with the same
event magnitudes produced similar results (Figure
4), highlighting the generalizability of this frame-
work.

Using a high-resolution benthic foraminiferal
record, we find that sampling completeness
reduces the probability of detecting events in
records with low resolution potentials but has little
to no effect on the perceived magnitudes of the
excursions. Bioturbation, on the other hand,
reduces the probability of accurately detecting
events by reducing the perceived excursion magni-
tudes, but this is alleviated by long transition dura-
tions between background and event conditions.
We further show that abrupt outlier DCA-1 values
represented by single samples are likely true shifts
in assemblage composition that occurred abruptly
and persisted for a short duration. These events
are at the greatest risk for underestimation of their
magnitude, but their magnitude will never be over-
estimated at the sample sizes we simulate. At
present, the results from paleoAM overestimate the
impact of bioturbation on proxies derived from mul-
tivariate analyses of faunal assemblages and high-
sedimentation rate, low-oxygen, settings such as
the Gulf of Alaska are likely capable of detecting
even shorter-lived dysoxic events than our results
suggest. 

While we do not explicitly test how bioturba-
tion and other sedimentary process affect the geo-
chemical signals carried by microfossils, paleoAM
can account for changes in the relative abundance
of the target species along an environmental gradi-
ent, which affect their relative contribution to a
sample interval, and, thus, the time-averaged geo-
chemical value derived by analyzing multiple indi-
viduals of a given species from each sample.

Although the case study here focuses on a
record from a high sedimentation rate setting with
relatively low sediment mixing by bioturbation, the
bioturbation depths can be increased in paleoAM
to accommodate settings where deeper mixing is

expected, and bioturbation intensity can be
adjusted to reflect the expected degree of mixing.
Future modification to paleoAM could also allow for
the depth of the bioturbation zone and the intensity
of bioturbation to covary with environmental fac-
tors, such as oxygenation, and for the relative con-
tributions of the assemblages to reflect differential
production or disintegration of taxa. Changes in
sedimentation can already be dynamically adjusted
in paleoAM, as shown in Figures 13 and 14, to
accommodate settings with greatly varying sedi-
mentation rates like seen in the Gulf of Alaska
record herein. However, estimates of mixing depth,
sedimentation rates, and potential depositional hia-
tuses must come from the researcher’s knowledge
of their study system to obtain reasonable esti-
mates of the probability of detecting the desired
events using paleoAM. Systematic comparison to
other simulation frameworks is also needed to
determine if the robustness of whole-assemblage
paleoecological assemblages to time-averaging
that we observe is due to our bioturbation model or
to differences in how geochemical proxies are
measured from sedimentary samples. We also
focus here on detecting changes in a single,
strong, environmental gradient and future work on
paleoecological data shaped by multiple indepen-
dent paleoenvironmental factors will be needed to
assess how precisely multidimensional gradients
can be reconstructed.
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APPENDIX 1. 

Rank abundance curves for simulated fossil assemblages. For each of the 355 samples Gulf of Alaska data 
set (>63 um size fraction) used herein, we generated 100 simulated assemblages, composed of 300 speci-
mens each, at the DCA-1 value that had been found for that sample in the original study. These simulations 
used the kernel density estimates and probabilities of occurrence estimated from the total 2021 data set. 
Each plot depicts all 48 species in the total data set, which are ordered along the horizontal axis according 
to the rank order abundance of species in that empirical sample. The proportional abundance (y-axis) of 
each species in the empirical sample is indicated by a red symbol, consisting of a circle with a red ‘x’ in the 
middle. A red vertical line indicates the cutoff between species that occurred in the sample and those spe-
cies that were not present (had an abundance of 0) in that specific empirical sample. The simulated propor-
tional abundances for each species are represented by a black box (made using the ‘boxplot’ function in R 
package ‘stats’) where the bold horizontal line is the median of the proportional abundance of each species 
across all 100 simulations performed at that DCA value. The top and bottom of the box represent the first 
and third quartiles (the 25% and 75% quantiles) of the simulated proportional abundance. The whiskers on 
each box extend to the location of the most extreme data point that falls within 1.5x the length of the box 
from the upper or lower edge of the box. Simulated proportional abundances that fall outside of the ‘whisker’ 
range are represented as black circles. In figures where the boxplots of simulated data overlap with the red 
symbols that indicate the empirical proportional abundances, the simulations produced a similar abundance 
distribution as the original samples. For some samples, some of the simulated data plots below the empiri-
cal data, which indicates where the simulated assemblages have lower proportional abundances relative to 
the observed abundances. In some samples, particularly for species to the right of the red vertical line that 
have an abundance of zero in the empirical sample, the simulated data plots above the empirical data, indi-
cating where the simulated assemblages predicted higher proportional abundances relative to the observed 
abundance. Both appendices are available for download in a zipped file at https://palaeo-electronica.org/
content/2023/3855-simulating-abrupt-change.

APPENDIX 2. 

R code underlying the paleoAM framework and data analyses presented. All files are in a single zipped file 
directory. The top-level files of the directory include a series of programming scripts which, if run in the 
sequence indicated by the numbering in their file name, recreate the simulations, analyses and figures 
included in the manuscript. Subdirectories contain the scripts used for generating individual simulations, the 
new R functions created for paleoAM, and the data files used in our analyses. Both appendices are avail-
able for download in a zipped file at https://palaeo-electronica.org/content/2023/3855-simulating-abrupt-
change.
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