Testing the impact of two key scan parameters on the quality and repeatability of measurements from CT scan data
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ABSTRACT

Computed tomographic (CT) scanning is becoming a popular research tool across earth and life sciences. However, despite its prominence, there have not been systematic investigations into how CT scan parameters affect data quality and reproducibility. Here we conduct two sets of trials to test how exposure time, the number of x-ray radiographs averaged per view, and overall scan time affect the quality of CT scan data, assessed using signal and contrast to noise ratios and the repeatability of measurements derived from these data, in this case the calculated volume of pteropod shells. We find that contrast to noise ratio and calculated shell volume increase and the variability in shell volume measurements decrease with increasing overall scan time. However, the benefits of increased overall scan time diminish considerably at scan times of 50 minutes or more. Furthermore, as overall scan time increases, scans are at greater risk of being affected by sample movement, which can make the data unusable. By balancing exposure time and the number of x-ray radiographs averaged per view, the image quality in a 50-minute scan can be comparable to, or better than, that collected in a 75-minute scan. By selecting a 50-minute rather than a 75-minute scan, data collection can be increased by between 66 and 75%, maximizing both the quantity and quality of CT data collected.

Rosie L. Oakes. Academy of Natural Sciences of Drexel University, Philadelphia, Pennsylvania, USA. roakes@drexel.edu
Morgan Hill Chase. American Museum of Natural History, New York, New York, USA. mchase@amnh.org
Mark E. Siddall. American Museum of Natural History, New York, New York, USA. siddall@amnh.org
Jocelyn A. Sessa. Academy of Natural Sciences of Drexel University, Philadelphia, Pennsylvania, USA. jsessa@drexel.edu

Keywords: CT scanning; computed tomography; scan quality; pteropod

INTRODUCTION

The use of computed tomographic (CT) scanning in science and industry has grown rapidly since its inception over 45 years ago (Hounsfield, 1973). Although the first applications of this technique were restricted to the medical field, CT scanning technology was soon being applied to image specimens from geology, paleontology, and anthropology (Arnold et al., 1983; Wind, 1984; Feldkamp et al., 1989). The non-destructive nature of this technique is invaluable for imaging scientifically important and delicate specimens that could not easily be loaned for study, or studied without destroying the specimen (Sutton, 2008; Garwood et al., 2010; Cunningham et al., 2014; Landman, 2018). Consequently, CT scanning has been used to investigate a wide range of specimens, from fossilized plankton and planktonic snails (Görög et al., 2012; Janssen et al., 2016; Peck et al., 2018) to fossil frogs (Matthews and du Plessis, 2017; Xing et al., 2018), ammonites (Hoffmann et al., 2014; Inoue and Kondo, 2016), flying reptiles (Witmer et al., 2003), mummies (Hoffman et al., 2002; Petrella et al., 2016), and meteorites (Jenniskens et al., 2012). Advances in staining techniques enable density differences to be artificially created so that soft-bodied organisms, such as leeches, can be imaged and described using CT scanning (Metscher, 2009; Cunningham et al., 2014; Tessler et al., 2016). Studies of soft bodied organisms were previously accomplished via histological sectioning and imaging on a light microscope, which are destructive, error-prone, and time consuming techniques (Lauridsen et al., 2011).

Data that are yielded from CT scans can be shared more easily than the delicate specimens that they are derived from, and 3D-datasets can be uploaded to online servers (e.g., Dryad, data-dryad.org; MorphoSource, morphosource.org; Phenome 10K, phenome10k.org) to supplement museum collections and be used by other researchers (Davies et al., 2017). Furthermore, shapes files can be generated from these data and 3D printed for use in research, education, and outreach (e.g., https://tinyurl.com/3Dprintingplankton, Rahman et al., 2012; Lautenschlager and Rücklin, 2014).

Despite the many advantages of CT scanning, there are drawbacks, primarily the cost and the time it takes to scan a specimen. The cost of scan time varies widely; for example, the University of Texas High-Resolution X-ray Computed Tomography Facility (UTCT) charges $125/ hour for academic projects and $297/ hour for commercial work, the Florida Museum of Natural History charges $52.50/ hour for external academic projects and $300/ hour for external commercial work, and the University of Arkansas charges $120/ hour for academic projects and $175/ hour for commercial work (all prices as of October 2019). Even at institutions that offer time to their employees free of charge, such as the Natural History Museum in London (NHM) and the American Museum of Natural History in New York (AMNH), user demand can limit the time available for scanning. For example, at the AMNH, time for curators is limited to two days a month, which is booked three months in advance (AMNH MIF User Policy, available online). At NHM, researchers submit proposals for CT time on a quarterly basis, with each project being awarded a maximum of one week of scan time per quarter (NHM x-ray micro-CT lab user policy, V. Fernandez, personal communication). Because of costly scan time and/or high user demand, scientists are frequently restricted by the amount of scan time available to them. With limited time comes limited data, forcing researchers to decide whether to collect a lower number of high-quality scans, or a higher number of low-quality scans.

Introduction to X-ray CT Scanning

Before discussing how changing scan parameters impacts the quality of a CT scan, we provide a brief overview of the physics behind the creation of x-ray their interaction with the material of interest, their detection and collection, and how x-ray radiographs are reconstructed. A more detailed summary can be found in Sutton et al. (2014). Throughout the text, ‘x-rays’ is used to refer to the electromagnetic radiation produced by photons, and ‘x-ray radiograph’ is used to refer to the generated images.

A CT scan is created by reconstructing a series of x-ray radiographs taken at hundreds or thousands of angles, or projections, around an object of interest. The density and chemical composition of the object will determine how much energy the x-rays lose during their path from the x-ray tube to the detector. Following scanning, x-ray radiographs are reconstructed using the FDK (Feldkamp, Davis, and Kress) filtered back projection algorithm (Feldkamp et al., 1984) to create a 3D volume rendering of the object. This 3D rendering can be used to investigate the internal and external structure of the object, as well as the density of the material.

X-ray generation. X-rays are generated in the x-ray tube by passing a current through a tungsten
filament (cathode), which causes it to increase in temperature and release electrons. These electrons are accelerated through a vacuum to collide with the anode, or target, decelerating the electrons and producing heat and x-rays. The energy-profile of the resulting x-rays (keV) is determined by the accelerating voltage between the cathode and the anode, and the material of the anode target (Sutton et al. 2014). The current passing through the filament determines the number of photons produced by the x-ray tube, known as the x-ray intensity. x-ray tube power is a measure of the energy that the electron beam has, which is a combination of the x-ray energy (voltage) and x-ray intensity (current). In this experiment we used a diamond-tungsten target, where the surface of a diamond plate is coated with a thin layer of tungsten. The x-rays are produced from the tungsten target and the diamond disperses the heat, enabling a smaller focal spot size to be maintained at higher power, which is necessary for imaging the specimens of interest in this study as they are typically 2 mm or less in diameter. Molybdenum and tungsten targets are also commonly used in natural science research.

**Setting up the scan.** Throughout the course of the scan, x-ray radiographs are taken at 360° around an object, with each view known as a projection. The number of projections necessary is calculated using Equation 1 (Kak and Slaney, 2001; du Plessis et al., 2017):

\[
\text{# projections} = \frac{\pi}{2} \times \text{# pixels covered by sample}
\]

(Eq. 1)

The object must be mounted so that its longest axis is vertical, limiting the path length that x-rays have to travel through the object, and reducing the potential of developing scan artefacts, which are discrepancies between the measured and true attenuation properties of the object of interest (Barrett and Keat, 2004). It is crucial that the specimen does not move during the scan as this can lead to the formation of scan artefacts, or, in the case of too much movement, a scan which cannot be reconstructed and is therefore unusable (Ketcham and Carlson, 2001).

**X-ray interaction with object.** X-rays interact with matter via three mechanisms: the photoelectric effect, Compton scattering, and Rayleigh scattering (Sutton et al., 2014). The photoelectric effect occurs when the energy of the x-ray is slightly higher than the binding energy of the electrons in the object of interest. In this case, the attenuation of the x-ray is strongly affected by the chemical composition of the object. Compton scattering occurs when the energy of the x-ray is much higher than the binding energy of the electrons in the object being scanned. In this case, x-ray attenuation is more affected by the density of the object (Sutton et al., 2014). Rayleigh scattering occurs at very low energies (i.e., 1-50 kV): when the x-ray interacts with an atom in the object of interest, the x-ray wavelength remains constant but the direction of the photon is deflected. When x-rays interact with low density material, for example in the air surrounding the object being scanned, the x-rays will undergo very little attenuation.

**X-ray detection.** After passing through the object of interest, the energy of the resulting x-rays is recorded using a detector, a panel containing a two-dimensional array of pixels. Most micro-CT scanners, including the one used in this study, use solid-state detectors with a top scintillator layer. The scintillator layer converts the x-rays into visible light: a higher flux of photons reaching the detector will result in higher values being recorded. The solid-state pixels underneath the scintillator layer convert the light into an electric current proportional to the light intensity at each pixel. An analog-to-digital converter translates the current intensity to a digital numeric value. These numeric values are displayed as greyscale values on a monitor. The number of pixels on the detector and the maximum diameter of the object or region of interest constrain the smallest voxel size that can be achieved during a scan. For example, in this investigation we used a 1000 x 1000-pixel detector, so the minimum voxel size possible is 1/1000th of the diameter of our object of interest.

**Data reconstruction.** During reconstruction, the two-dimensional projections are reconstructed to make a three-dimensional dataset. The software used in this study (phoenix datos|x 2.1) applies the FDK filtered back projection reconstruction algorithm (Feldkamp et al., 1984), which determines the incremental contribution of each projection to the final reconstructed density. Each projection is 1000 x 1000 pixels so the reconstructed data is a three-dimensional 1000 x 1000 x 1000-pixel dataset, where each three-dimensional pixel is known as a voxel. In most machines, this process is largely automated by the reconstruction software. The user needs to provide the center of rotation as an input value for the reconstruction mathematics; this value can either be entered manually, or calculated using the reconstruction software (Kak and Slaney 2001). If the specimen has moved too
much during the scan, pixels cannot be tracked across successive projections and reconstruction will fail, i.e., the collected data are unusable.

When CT data are reconstructed, the information about a three-dimensional, curved object is transposed onto a 3D grid. These gridded data therefore have to be interpolated to calculate the ‘true surface’ of the object. The threshold for which pixels are counted as shell and which as background can be calculated using computer software or can be adjusted manually by the user. This threshold will determine how all the pixels in the dataset are classified (i.e., as shell or as background material, which is typically air). In this study we used VGSTUDIO MAX v. 3.1 to determine material thresholds (see methods section for further details).

**Scan quality.** The utility of a scan for scientific research depends on the ability to resolve and differentiate the features of interest. If the specimen is formed of multiple materials with a range of densities, the x-rays will be attenuated differently when interacting with these materials resulting in each material being represented by a unique range of greyscale values in the reconstructed CT dataset. When studying the impact of ocean acidification on pteropod shells, for example, the shell material, rather than the internal soft parts of the organism, are the focus (e.g., Peck et al., 2018). In order for these phases to be separated digitally, the greyscale values of the pixels representing the air, organics, and shell need to be sufficiently different. Much like in a photographic film, if there is not enough signal reaching the detector, comparable to light hitting the film, the image will have low contrast and the different phases cannot be separated. Conversely, if there is too much signal reaching the detector, the resulting x-ray radiographs will be oversaturated, making it impossible to separate the different phases. In both of these end-members, there will be too much overlap in the greyscale values of each material, limiting separation and therefore causing non-shell pixels to be falsely classified as shell material, or vice-versa. This will introduce a source of error into any measurements made on the dataset. When setting up a scan, the aim is therefore to maximize the span of the grey scale values in the dataset, without hitting the extremes (pure black and pure white), which represent a total lack of signal, or overexposure, respectively.

The quality of CT scans can be quantified using metrics such as the signal-to-noise ratio (SNR) and the contrast-to-noise ratio (CNR) (e.g., Bhosale et al., 2016; Kraemer et al., 2015). The SNR is a measure of the signal relative to the variation:

$$SNR = \frac{\mu_x}{\sigma_x}$$

(Eq. 2)

where $\mu$ is mean, $\sigma$ is standard deviation, and $x$ is the material of interest. The separation of the material of interest from the background is assessed using the CNR:

$$CNR = \frac{\mu_{mat} - \mu_{bg}}{\sigma_{bg}}$$

(Eq. 3)

where $mat$ is the material of interest, which in this study is the shell material, and $bg$ is the background material, which in most cases, including in this study, is air.

**Scan artefacts.** The quality of CT scan data can be negatively impacted by artefacts that are introduced into the dataset during scanning but can only be observed after the data have been reconstructed. The most basic artefact, which will be found in every scan, is noise, where a pixel from a homogenous material (e.g., air) has a pixel value that differs from the rest of the pixels of that same material, resulting in a mottled appearance.

Artefacts can also be introduced by selecting too few projections (Eq.1), which causes dark and light streaks, or streak artefacts, to appear parallel or sub-parallel to the edges of the scanned object. Ring artefacts, which appear as circular light and dark rings that are worse in the center of the projection, are caused by variability or malfunction of the detector elements (i.e., pixels in the detector panel). Motion artefacts are caused by the movement of the sample or a shift in the beam during the scan (i.e., beam shift) and appear as streaks, or false broken edges of the scanned object. Beam hardening artefacts are common in dense samples where low energy x-rays are preferentially attenuated relative to high energy x-rays. Partial averaging artefacts appear as a blurring of the edges of the scanned object, caused by the fact that the intensity of any voxel represents the mean energy of the x-rays hitting that voxel, and hence may be an average of two media (i.e., air and shell). The best way to minimize scan artefacts is during set-up, although there are an increasing number of computational-based methods that reduce scan
Overall scan time. There is a perception that a longer scan will yield better data, but overall scan time and data quality are influenced by a wide range of factors. Scan time is influenced by three factors: the numbers of projections collected around the specimen; the exposure time of each x-ray radiograph; and the numbers of x-ray radiographs taken and averaged per view. Scan quality, or the ability to separate different materials, is influenced by these factors, as well as the energy of the x-rays, the voxel size, and the quality of the detector.

Investigations led by the non-destructive testing and inspection industry have researched the impacts of varying some of these parameters on scan quality (e.g., Wenig and Kasperl, 2006), however, these studies are usually designed to test industrial equipment that has very different densities and are more homogenous than biologic and geologic specimens. Here we conduct a series of scans to test how two key CT scan parameters: exposure time, and the number of x-ray radiographs averaged per view, affect the quality of the acquired CT scan data assessed using SNR, CNR, and the reproducibility of shell volume measurements. The results of this study can be used to determine how to balance scan quality and cost, and maximize research money and time, while collecting research-quality CT scan data.

CT Scanning Thecosome Pteropods

The scans in this study are conducted on the shells of thecosome pteropods from the species *Limacina retroversa*. Pteropods are a group of planktonic molluscs that are predicted to be among the first organisms to be impacted by ocean acidification (Orr et al., 2005; Bednaršek et al., 2017), the term for the changes in ocean chemistry caused by rising atmospheric carbon dioxide concentrations (Caldeira and Wickett, 2003). Pteropods form their shells from aragonite, a more soluble form of calcium carbonate (Mucci, 1983), which is predicted to become chemically unstable in the Arctic Ocean within the next few decades (Steinacher et al., 2009) and in the Southern Ocean seasonally by 2035 and nearly permanently by 2100 (McNeil and Matear, 2008; Hauri et al., 2015). There is, therefore, an interest in monitoring pteropods over the coming decades (Bednaršek et al., 2014, 2017). One aspect of this monitoring could involve using CT scanning to measure the shell thickness of pteropods and assessing whether their ability to build and maintain their shells is affected by changes in ocean chemistry (e.g., Howes et al., 2017; Peck et al., 2018; Oakes et al., 2019a). Aside from their scientific interest, pteropod shells are ideal specimens to use for a CT methodology study because their overall size (< 1 mm) and the thickness of their shells (~10 μm) pushes the limits of most modern micro-CT scanners.

MATERIALS AND METHODS

Here we investigate the precision of CT-based measurements by: systematically varying scan parameters to address how different scan settings affect scan quality and quantitative measurements of pteropod shell volume; and repeating scans at the same settings to test the reproducibility of these measurements. Ideally, we would have run all trials on a single specimen but, unfortunately, the shell we began these experiments with broke during handling before the full matrix of scans could be completed (Table 1). Therefore, the experiment was split into two parts: the scan parameter experiment, and the repeatability experiment, with each experiment conducted on a different shell.

Sample Collection

For both experiments, shells of the pteropod *Limacina retroversa* collected from the Scotia Sea were scanned. The sample that contained the specimen used for the scan parameter experiment was collected on 11th January 2013 on cruise JR274 to the Scotia Sea (-56.467 °N, -57.426 °E). The sample that contained the specimen used for the repeatability experiment was collected on December 8, 2015, on cruise JR15002 to the Scotia Sea (-52.812 °N, -40.112 °E). Both samples were collected using a British Antarctic Survey motion compensated bongo net hauled from 200 m to 0 m. Following the methodology recommended by Oakes et al. (2019b), on collection, specimens were picked with a wide mouthed plastic pipette and terminated by rinsing with deionized water buffered with ammonium hydroxide, and air dried overnight.

CT Scan Methodology

For CT scanning, specimens were mounted onto a 3 mm diameter, 15 cm long glass rod using a small piece of carbon tape and scanned on a GE PHOENIX v|tome|x s with a 180 kV x-ray tube with a diamond target and a DXR250 detector at the Microscopy and Imaging Facility (MIF) at the
AMNH. Scans were run at 70 kV and 210 µA in focus mode 1. The voltage, current, and focus settings are based on the settings we have used to scan pteropods in previous studies (e.g., Oakes et al., 2019a) but we acknowledge that varying these parameters could also impact scan quality and therefore could be investigated in another study. Detector sensitivity was set to 2, meaning that the light signal generated when the x-rays hit the scintillator on the detector was multiplied by two as it was converted from analog to digital. This increases the strength of both the signal and the noise in the generated dataset. Specimens were rotated through 360° during the scan and x-ray radiographs were taken at 1500 projections (calculated using Eq. 1).

The exposure time and the number of x-ray radiographs averaged per view were varied among scan trials; these parameters contribute to the overall scan time, which thus varies depending on trial parameters. For example, a 50-minute scan could be reached with an exposure time of 333 ms and five x-ray radiographs averaged per view, an exposure time of 400 ms and four x-ray radiographs averaged per view, or an exposure time of 500 ms and three x-ray radiographs averaged per view (see Table 1 for details). In the scan parameter experiment, we performed 11 trials to assess how varying exposure time, from 200 ms to 500 ms, and varying the number of x-ray radiographs averaged per view, from two through five radiographs per view, affected the quality of the CT data (Table 1).

The voxel (i.e., 3D pixel) size was kept constant throughout all scans except one where it was doubled to test the impact of voxel size on calcu-
lated shell volume. This is noted in Table 1, and that data point is excluded from Figure 1A-C to reduce the number of variables presented. In the repeatability experiment, we performed 16 trials, repeating measurements at 333 ms, 400 ms, and 500 ms exposure times with three, four, and five x-ray radiographs averaged per view to assess the precision of the CT scan data. In both experiments, shells were not re-mounted between scans and trial order was randomized.

CT Data Reconstruction and Segmentation

Scan data were reconstructed using the GE software phoenix datos|x 2.1 and analyzed in the software VGSTUDIO MAX v.3.1. The thresholds for which pixels were counted as shell, organic material, and air, were calculated using a surface determination module within VGSTUDIO MAX v.3.1. We tested the effect of 10 surface determination modules on the shell volume calculated from three scans (see Appendix 1 Table A1, and Figures A1.1 and A1.2, for more details. Data are available in Appendix 2). Based on these trials, all the analyses presented here use the automatic surface determination module where the differentiation between material and background is calculated using the following equation:

\[
\text{Grey value threshold} = \frac{\text{material grey value} + \text{mean grey value}}{2}
\]  

(Eq. 4)

where the ‘material’ and ‘air’ values are selected by picking the two most prominent peaks on the grey scale distribution histogram. This is also called the iso50 method and gives sub-voxel precise surface determination (VGSTUDIO MAX, 2018).

Assessment of CT-scan Quality

The quality of the CT-scan data in this study was assessed in two ways: 1) conducting traditional CT scan quality assessments of SNR of the background material (air), SNR of the material, in this case shell, and CNR (Equations 2, 3); and 2) measuring the volume of the pteropod calculated from the scan data to assess the repeatability of measurements at different scan settings. Shell volume was chosen as a comparative tool because it is sensitive to changes in scan quality, i.e., it is likely to be affected by both noise and low contrast between the different materials (shell, body, and air). Measuring pteropod shell volume in combination with shell size has practical applications as it could be used as a metric for monitoring the response of pteropods to ocean acidification in the future (e.g., Howes et al., 2017; Oakes et al., 2019a).

Quality assessment method 1–SNR and CNR.

The mean and standard deviation of grey scale values were measured on the reconstructed datasets in VGSTUDIO MAX v.3.1. The background values were collected from a representative cube of air, which is the background material in these scans. The shell material was separated from the organic material and air using the automatic surface determination module (outlined above). A region of interest (ROI) was created from the shell surface so that just the grey values of the shell material could be analyzed. The mean and standard deviation values for both the background and the shell material were measured using the grey value analysis tool in VGSTUDIO MAX v.3.1.
**Quality assessment method 2–pteropod shell volume.** Measured shell volume was used as a metric to compare between the different scans. Shell volume was calculated using the object properties module in VGSTUDIO MAX v. 3.1. This module calculates the number of voxels within the selected ‘shell’ grey scale range calculated by the selected surface determination method, and multiplies that by the voxel size, giving the total volume of data with ‘shell’ grey scale values.

**Beam shift analysis.** One component that factors into the creation of scan artefacts is beam shift, the apparent movement of the specimen caused by the heating of the tube during scanning. Beam shift was quantified by measuring the ‘scaling’ factor applied during reconstruction of the x-ray radiographs in phoenix datos|x 2.1; this scaling factor is recorded in the reconstruction files (.pca). The scaling factor represents the size of the shell in the final x-ray radiograph relative to the first x-ray radiograph. As the shell does not change size during the scan, all scaling can be attributed to beam shift.

**Statistical Methods**

All statistical analyses were conducted in R Studio v. 3.6.0 (R Core Team, 2019). CNR and SNR data are plotted as box and whisker plots. As there were not an equal number of trials run at all exposure times, x-ray radiograph averages, or scan times, sample sizes for statistical tests were unequal and the distributions were non-normal. We therefore used the Kolmogorov-Smirnov Test (K-S test) to test for significant differences between trial groups. For the scan parameter and repeatability experiments, the average and standard deviation of calculated shell volume measurements were used to compare between different trial settings (Table 2).

**RESULTS**

The quality of the CT scans, assessed using signal-to-noise and contrast-to-noise ratios (SNR, CNR, Figure 1, Figures A2 – A4, Appendix 3), and calculated shell volume (Figure 2, Appendix 4) is affected by scan settings. Figure 1 shows how the CNR is affected by the exposure time, the number

---

**TABLE 2.** Average and standard deviation values showing how calculated shell volume varied with the different scan parameters in the two experiments.

<table>
<thead>
<tr>
<th>Scan parameter experiment</th>
<th>Average volume (mm³)</th>
<th>St. dev</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan time (mins)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>0.0477</td>
<td>0.0025</td>
<td>3</td>
</tr>
<tr>
<td>21-40</td>
<td>0.0480</td>
<td>0.0014</td>
<td>4</td>
</tr>
<tr>
<td>41-60</td>
<td>0.0503</td>
<td>0.0012</td>
<td>3</td>
</tr>
<tr>
<td>61-80</td>
<td>0.0500</td>
<td>n/a</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Repeat scans experiment</th>
<th>Average volume (mm³)</th>
<th>St. dev</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure time (mins)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>0.0335</td>
<td>0.0006</td>
<td>7</td>
</tr>
<tr>
<td>400</td>
<td>0.0335</td>
<td>0.0005</td>
<td>3</td>
</tr>
<tr>
<td>500</td>
<td>0.0340</td>
<td>0.0003</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># x-ray radiographs av. per view</th>
<th>Average volume (mm³)</th>
<th>St. dev</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.0334</td>
<td>0.0006</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>0.0337</td>
<td>0.0003</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>0.0342</td>
<td>0.0004</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scan time (mins)</th>
<th>Average volume (mm³)</th>
<th>St. dev</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>21-40</td>
<td>0.0333</td>
<td>0.0006</td>
<td>4</td>
</tr>
<tr>
<td>41-60</td>
<td>0.0338</td>
<td>0.0004</td>
<td>7</td>
</tr>
<tr>
<td>61-80</td>
<td>0.0340</td>
<td>0.0004</td>
<td>5</td>
</tr>
</tbody>
</table>
of x-ray radiographs averaged per view, and the overall scan time. Increased exposure time has no effect on the CNR (Figure 1A). Background SNR increases with increasing exposure time (Figure A2A), producing scans with a significantly less noisy background at exposure times of 400 ms and greater as compared to those with exposure times of 333 ms or less (K-S test: \( D = 0.55897; p = 0.02576 \)). However, the material SNR decreases with increased exposure time (Figure A2B), with exposure times of 333 ms and lower producing significantly less noisy scans than those with expo-
The volumes calculated in the scan parameter experiment (Figure 2A-2C) converge at exposure times of 400 ms and greater (K-S test: $D = 0.77949; p = 0.0004223$). Increasing the number of x-ray radiographs per view has no significant effect on the CNR (Figure 1B). Background SNR increases with increased number of x-ray radiographs averaged per view, while the material SNR decreases with increased number of x-ray radiographs (Figure A3A, A3B). Increasing the overall scan time increases the CNR, with scans of 50 minutes and longer producing significantly less noisy scans than those of 49 minutes and shorter (K-S test: $D = 0.57949, p = 0.01861$) (Figure 1C). There is no significant increase in CNR when scan time is increased from 50-69 minutes to 70-89 minutes (K-S test: $D = 0.38889, p = 0.7077$). Background SNR increases with increasing overall scan time, while material SNR decreases with increasing overall scan time (Figure A4A-A4B).

Figure 2 shows how the exposure time, number of x-ray radiographs averaged per view, and the overall scan time affect the calculated volume of the pteropod shell in both the scan parameter experiment (Figure 2A-2C) and the repeatability experiment (Figure 2D-2F). Generally, as exposure time increases, the variability of volume measurements decreases (Figure 2A, 2D). Similarly, as the number of x-ray radiographs averaged per view increases, the variability of volume measurements decreases (Figure 2B, 2E, Table 2).

The volumes calculated in the scan parameter experiment (Figure 2A-2C) converge at exposure times of 400 ms and greater, averages of four or more x-ray radiographs per view, and scan times of 50 minutes and greater. The reproducibility of scans in these ranges were explored further in the repeatability experiment where scans were conducted multiple times within the parameter space of 333 to 500 ms exposure time and three to five x-ray radiographs averaged per view (Figure 2D-2F). The most replicable exposure time was 500 ms per view, with measurement standard deviation of 0.003 mm$^3$. The most replicable number of x-ray radiographs averaged per view was four, where the standard deviation of measurements was 50% lower than when three x-ray radiographs were averaged per view (Figure 2D-2F, Table 2). As overall scan time increases, calculated shell volume increases, and variability of measurements decreases. The benefit of increasing scan time plateaus at overall scan times of 50 minutes or greater, as both the variability in measurements and the calculated shell volume stabilize at this point (Figure 2C, 2F; Table 2).

The impact of the voxel size on calculated shell volume was tested in the scan parameter experiment by performing the longest overall scan (500 ms exposure time, 5 x-ray radiographs averaged per view) at high resolution (1.861 μm$^3$ voxel size), and low resolution (two times the high-resolution voxel size = 3.722 μm$^3$). Calculated shell volumes for the high-resolution scans (voxel size = 1.861 μm$^3$) range between 0.045 and 0.051 mm$^3$ while the low-resolution scan (voxel size = 3.722 μm$^3$) was 0.042 mm$^3$.

Scan quality can also be observed visually. Figure 3 shows how a curved object, such as a pteropod shell, is translated onto a grid during data collection. Figure 3B-3E show slices of the pteropod shell from the scan parameter experiment scanned in four different trials, from the shortest overall scan time (200 ms, two x-ray radiographs/view, 15-minute [Figure 3B]) through intermediate times in Figure 3C-3D, to the longest scan time (500 ms, five x-ray radiographs/view, 75-minute [Figure 3E]). In the shortest two scans (Figure 3B-3C), the low greyscale contrast between the different materials causes the image to appear fuzzy, blurring the edges of the shell and making it difficult to differentiate the shell (white) from the organic material (dark grey) and the surrounding air (black). At longer scan times (Figure 3D-3E), there is a sharper contrast between the three phases, increasing the certainty of which pixels represent shell material, making the materials easier to separate. These visual observations are in alignment with the CNR measurements, which more than double between the shortest scan (200 ms, two x-ray radiographs/view) and the longest scan (500 ms, five x-ray radiographs per view) (Figure 1C; Table A4).

We observe scan artefacts as streaks across the reconstructed CT images, especially at longer scan times (Figure 4). Beam shift, which causes apparent movement of the specimen associated with the heating of the x-ray tube during the scan, was strongly correlated with the time of day, with beam shift reducing through the day (Figure A5A). There was no correlation between beam shift and scan length (Figure A5B).

**DISCUSSION**

The contrast to noise ratio and signal to noise ratio of both the background and the shell material, and the calculated shell volume, are influenced by the number of x-ray radiographs averaged per view, the exposure time, and the overall scan time (Figures 1, 2, 3). Calculated shell volume
increases, and variability in calculated shell volume decreases, with increasing scan time, up to a point (50 minutes) when the benefit of increasing scan time diminishes as calculated volumes stabilize, the variability in measurements are reduced, and the CNR does not increase significantly.

Generally, scan quality increases with overall scan time (Figure 1C), mainly driven by reduced background noise (Figures A2A, A3A, A4A). The increase in background SNR with an increasing number of x-ray radiographs averaged per view (Figure A2A) is unsurprising, because the noise in
the background is random, and averaging an increased number of x-ray radiographs per view will increase the chance that this noise is reduced. However, the material SNR decreases with an increasing number of x-ray radiographs averaged per view (Figure A2B), which implies that the data are noisy, and that this noise is not random. We speculate that the decrease in material SNR may be caused by the thin (8 µm) shell walls and low volume of shell material available to be analyzed for this measurement. We expected to see the SNR of both the material and the background increase with increased exposure time as more signal reached the detector. Although increasing exposure time does have a significant effect on improving background SNR at times of 400 ms and greater, it does not have any effect on the material SNR. This may be because at the current settings used in this experiment (230 µA), signal is not a limiting factor. This warrants future investigation because scanning with high currents could be an effective strategy for decreasing CT scan times.

The increase in calculated shell volume with increased scan time is likely linked to the fact that with more signal reaching the detector, there is more certainty about which pixels should be classified as shell, soft body, and background (Figure 3). This is supported by measurements of CNR, which indicate scans get less noisy with increasing scan time, up to overall scan times of 50 minutes, at which point increasing scan time has diminishing returns (Figure 1C).

The lower calculated shell volume in the low-resolution scan (voxel size 3.722µm³) is likely caused by the partial volume effect, the term for when one voxel has to represent two or more materials (Sutton et al. 2014). In these cases, the voxel is assigned an average grey scale value of the two materials and therefore likely will not fall into the shell material grey scale range, resulting in a lower calculated shell volume.

Generally, CT scans collected at longer overall scan times were more likely to have scan artefacts. The scan artefacts in our data appear as streaking through the reconstructed CT slices (Figure 4). These could be caused by three processes: 1) beam hardening, where the x-ray beam is attenuated less at certain object positions as it passes through less shell material (Boas and Fleischmann, 2012); 2) Compton scattering, where differences in material densities cause scattering at high x-ray energies (Sutton et al., 2014); and/or 3) movement of either the beam (beam shift) or the specimen during the scan (Barrett and Keat, 2004; Wenig and Kasperl, 2006). Although scan artefacts occur at all settings, there is more signal reaching the detector at longer scan times, and therefore these artefacts become more prominent. The pteropod shells were secured in the same manner for all scans and were not remounted between scans, however, sometimes the vibrations of the machine can cause the shell to move, and statistically, these random movements are more likely to happen at longer overall scan times. Beam shift was measured directly and was found not to be affected by the length of the scan time (Figure A5B). Beam shift decreased through the day (Figure A5A), which reflects the amount of time that the x-ray tube had been in use. Although the effect of beam shift cannot be avoided, it is an interesting source of variability to consider when reconstructing scan data.

The variability of calculated shell volume is reduced at scan times of 50 minutes and greater, and the CNR is higher, meaning it is easier to separate the material of interest (shell) from the background (air). However, there is no significant improvement in the CNR or the repeatability of measurements at scan times of over 50 minutes (Figures 1C, 2C, 2F). In the repeatability experiment, there were six trial settings that were 50-minutes and longer (Table 1). Of these scans, those
with exposure times of 333 ms or lower were likely to be less reliable based on the results of the repeatability experiment (Figure 2D, Table 2), and the background SNR was significantly less noisy at exposure times of 400 ms and greater (Figure A2A). Similarly, scans with three x-ray radiographs averaged per view were likely to be less reliable, and have a noisier background, than those with four or five x-ray radiographs averaged per view (Figure 2C, Figure A3A), and background SNR was significantly higher at four or more x-ray radiographs averaged per view (Figure A3A).

There are four trial settings with scan times over 50-minutes, exposure times of 400 ms or greater, and four or more x-ray radiographs averaged per view. Of these four, we propose that selecting the shortest overall scan time (50-minute, 400 ms, av. 4) is optimal for this research because: 1) the quality of the scan data are comparable among these scans; 2) there is no significant increase in CNR beyond overall scan times of 50 minutes (Figure 1C); 3) the SNR of the shell material decreases with increasing scan time (Figure A4B); 4) scan artefacts were more prominent at longer scan times (Figure 4), and 5) the shell is statistically more likely to move during longer scans.

Optimizing the duration of CT scan collection has practical implications. Using the 50-minute scan time (400 ms, av. 4), and assuming it takes six minutes to set up a scan (average amount of time it takes experienced CT users RLO and MHC to set up these scans), a researcher could complete 10 scans in a typical work day (9 am-5:30 pm). If the longer scan time of 62 minutes is selected, only 7.5 scans could be completed; if the longest time (75 minutes) is selected, only six scans could be performed in a day. The difference between selecting a 50-minute scan protocol rather than a 75-minute protocol results in a 66% increase in the number of scans that can be scanned in a day. This increase is vital for researchers limited by the amount of time they can spend using the CT scanner each month, and/or those who need to scan a large number of specimens to assess variability within a population.

Additional practical considerations relate to the cost of CT scanning. If a researcher has $5000 of research funding to spend on scan time, at $125/hr (UTCT prices for academic projects, 2019), if 50-minute scans had been selected (plus a 6-minute set-up time), 42 scans could be completed, if 62-minute scans had been selected, 29 scans could be completed, and if 75-minute scans had been selected, 24 scans could be completed. By selecting a 50-minute scan rather than a 75-minute scan, a researcher could increase data collection by 75% for the same cost, maximizing the use of research funds without sacrificing data quality.

While there are many variables controlling the quality of CT scan data, this study is focused on the parameters that control scan time. Other variables such as detector type, power, current, voltage, target material, and filter can also affect the quality of scan data and warrant further investigation. While the practical constraints discussed above will preclude some researchers from performing the full complement of experiments presented here to determine the optimal scan parameters for their target material of interest, investigators should optimize exposure time and the number of scans per view, rather than prioritizing one parameter or the other. For example, a scan with 400 ms exposure time and four x-ray radiographs averaged per view will yield higher quality data than a scan with 200 ms exposure time and eight x-ray radiographs averaged per view, or 800 ms exposure time and two x-ray radiographs averaged per view, even though all three would have a similar overall scan time.

CONCLUSIONS

The findings of this paper show that more is not always better when it comes to CT scan data. At low scan times, data are not repeatable, and at higher scan times, the likelihood that the data will contain scan artefacts increases. By balancing the number of x-ray radiographs taken per view and the exposure time of those radiographs, high-quality data can be obtained in a shorter time, optimizing the use of available time and research funds. Future studies should explore the effect of other variables, such as current, power, detector type, target material, and filters, on scan quality because although these do not impact scan time, they can impact scan quality. While the scans in this experiment were performed on pteropod shells, the theories presented in this paper should be widely applicable across biological and geological specimens, streamlining the use of CT scan time across disciplines.
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APPENDIX 1

Methods

The full version of VGSTUDIO MAX v.3.1 has a wider range of tools for optimizing surface determination. We tested the impact of 10 surface determination calculations on shell volume, the methods for which are described in Table A1.


<table>
<thead>
<tr>
<th>Method</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple surface determination</td>
<td>Picks the ‘material’ and ‘background’ values from the two most prominent peaks on the greyscale distribution histogram and makes the surface an average of these two values</td>
</tr>
<tr>
<td>Advanced surface determination</td>
<td>Locally adapts the surface created from simple surface determination, comparing the value of a pixel to the values of the surrounding pixels to determine a local gradient. This can help eliminate bias introduced by scan artefacts</td>
</tr>
<tr>
<td>Remove voids</td>
<td>Removes any air particles inside the material by expanding the material by two pixels, and then shrinking it again. If there is no longer a boundary after expansion, then the void is removed.</td>
</tr>
<tr>
<td>Remove particles</td>
<td>Removes any material particles outside of the main shell. The material is shrunk by two pixels and then expanded. If there is no longer a boundary to expand, the particle is removed.</td>
</tr>
<tr>
<td>Erode/dilate (1)</td>
<td>Much like remove particles, this method shrinks the material by one pixel and then grows it by one pixel. If there is nothing to remove after the erosion step, the particles are removed</td>
</tr>
<tr>
<td>Refining a ROI</td>
<td>The following methods work from a region of interest (ROI) created from the simple surface determination, and then refine it</td>
</tr>
<tr>
<td>Refinement-search distance</td>
<td>The boarders of the ROI are adjusted using the local grey value gradient within the selected search distance. We ran surface refinement for search distances of 0.002 mm and 0.005 mm</td>
</tr>
<tr>
<td>Refinement-smoothing</td>
<td>Smooths the boarder of the selected ROI. The value corresponds to the smoothing level between a minimum of 1 and a maximum of 9. We ran smoothing refinements at levels 1, 2, and 3. If too high a number was chosen, the sides were smoothed so much holes were created in the reconstructed shell which do not exist in reality</td>
</tr>
</tbody>
</table>

Results

Although the different surface determination modules found different absolute values, they capture the same trend of shell volume increasing with exposure time. All the ROI refinement methods except one show the opposite trend, with shell volume decreasing with increased exposure time. All the analyses in the main manuscript were performed using the simple surface determination module which falls near the center of the range of values calculated from the 10 different surface determination modules (Figure A1.1). Data are available in Appendix 3.

Discussion

Shell volume calculations are based on the number of pixels that fall within the selected greyscale range for shell material. By selecting different methods to determine where the surface between shell and background, or shell and organic material lies, the calculated volume of shell material will change. Although the absolute values vary, all of the surface determination and refinement methods capture the same trend: increasing shell volume with increasing exposure time. This is likely due to the fact that increasing exposure time increases the amount of data that is collected, making it easier to distinguish the three materials.

The smoothing refinement methods show the opposite trend, with a slight decrease in shell volume with increased scan time. The smoothing measurements are also all lower than the surface determination and distance refinement methods. This is because smoothing erodes some of the pixels from the edge of the shell material, decreasing the calculated volume of shell material. The higher the smoothing number, the more material is removed, lowering the resulting calculated shell volume. If these new surfaces are visualized, the smoothing can sometimes create
FIGURE A1.1. Variation in total shell volume with exposure time when different surface determination calculation methods are used. Three scans were interpreted for this graph, one from each exposure time.

FIGURE A1.2. The range of volume measurements for each exposure times when three scans were reconstructed using ten methods. The blue dot represents the simple surface determination used for all shells in this study. The error bars represent the data range for each exposure time.
false holes in the pteropod shells because the shell thickness has been smoothed to nothing.

As the automatic surface determination falls near the center of the range of values calculated using the ten different methods (Figures A1.1 and A1.2), and the fact that it is available on all versions of VGSTUDIO MAX, all the calculations in the main manuscript are based on measurements made using the automatic surface determination module.

REFERENCES

Oakes et al., 2019 - Testing the impact of two key scan parameters on the quality and repeatability of measurements from CT scan data.
FIGURE A4. Box and whisker plots display the impact of overall scan time on the signal-to-noise ratio of (1) the background, and (2) the shell material. The background SNR increases with increasing scan time, however, the material signal to noise ratio decreases with increasing overall scan time. Data are available in Appendix 4.

FIGURE A5. Scatter plot displaying how beam shift, measured by the apparent growth (scale) of the shell in the final x-ray radiograph relative to the first x-ray radiograph, varies with (1) time of day the scan was performed, and (2) the overall scan time. We found that beam shift decreased throughout the day, likely due to the tube warming up as more scans are run. There was no correlation between overall scan time and the amount of beam shift.
APPENDIX 2

Shell volume calculations from the 10 surface determination modules. The data are presented visually in Figure A1A and A1B. (Data for Appendix 2 and 3 presented in zipped spreadsheet files at https://palaeo-electronica.org/content/2020/2923-investigating-ct-scan-quality).

APPENDIX 3

Greyscale measurements used for signal-to-noise ratio, contrast-to-noise ratio, and beam shift calculations. (Data for Appendix 2 and 3 presented in zipped spreadsheet files at https://palaeo-electronica.org/content/2020/2923-investigating-ct-scan-quality).
Data for Figure 1

**TABLE 1A4.** Shell volume calculations from the 11 trial scans in the scan parameter experiment and the 16 trial scans in the repeatability experiment. The data are presented in Figure 1 in the main manuscript.

<table>
<thead>
<tr>
<th>Scan parameter experiment</th>
<th>exposure time (ms)</th>
<th># x-ray radiographs averaged per view</th>
<th>run</th>
<th>time (mins)</th>
<th>voxel size (µm)</th>
<th>volume (mm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>200</td>
<td>2</td>
<td>1</td>
<td>15</td>
<td>1.86</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3</td>
<td>1</td>
<td>20</td>
<td>1.86</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3</td>
<td>2</td>
<td>20</td>
<td>1.86</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>5</td>
<td>1</td>
<td>30</td>
<td>1.86</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>333</td>
<td>3</td>
<td>1</td>
<td>33</td>
<td>1.86</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>333</td>
<td>5</td>
<td>1</td>
<td>50</td>
<td>1.86</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>4</td>
<td>1</td>
<td>50</td>
<td>1.86</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>2</td>
<td>1</td>
<td>37</td>
<td>1.86</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>3</td>
<td>1</td>
<td>50</td>
<td>1.86</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>5</td>
<td>1</td>
<td>75</td>
<td>1.86</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>5</td>
<td>1</td>
<td>75</td>
<td>3.72</td>
<td>0.042</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Repeatability experiment</th>
<th>exposure time (ms)</th>
<th># x-ray radiographs averaged per view</th>
<th>run</th>
<th>time (mins)</th>
<th>voxel size (µm)</th>
<th>volume (mm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>333</td>
<td>3</td>
<td>1</td>
<td>33</td>
<td>1.70</td>
<td>0.0330</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>3</td>
<td>2</td>
<td>33</td>
<td>1.70</td>
<td>0.0342</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>3</td>
<td>3</td>
<td>33</td>
<td>1.70</td>
<td>0.0330</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>4</td>
<td>1</td>
<td>41</td>
<td>1.70</td>
<td>0.0331</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>4</td>
<td>2</td>
<td>41</td>
<td>1.70</td>
<td>0.0335</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>4</td>
<td>3</td>
<td>41</td>
<td>1.70</td>
<td>0.0337</td>
<td></td>
</tr>
<tr>
<td>333</td>
<td>5</td>
<td>1</td>
<td>50</td>
<td>1.70</td>
<td>0.0344</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>1</td>
<td>40</td>
<td>1.70</td>
<td>0.0330</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>4</td>
<td>1</td>
<td>50</td>
<td>1.70</td>
<td>0.0340</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>5</td>
<td>1</td>
<td>60</td>
<td>1.70</td>
<td>0.0336</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>3</td>
<td>1</td>
<td>50</td>
<td>1.70</td>
<td>0.0340</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>1</td>
<td>62</td>
<td>1.70</td>
<td>0.0336</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>2</td>
<td>62</td>
<td>1.70</td>
<td>0.0337</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>3</td>
<td>62</td>
<td>1.70</td>
<td>0.0341</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>1</td>
<td>75</td>
<td>1.70</td>
<td>0.0343</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>2</td>
<td>75</td>
<td>1.70</td>
<td>0.0344</td>
<td></td>
</tr>
</tbody>
</table>